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Abstract-In India a countless number of children are reported 

missing every year. Among the missing child cases a large 

percentage of children remain untraced. This project is used to 

recover the lost child to their parents by displaying their 

information. Its been tedious to manually search the documents 

and get the  information of the child. This project aims to reduce 

the time to search the details of the child whenever the child is 

been reported to the police station by a stranger. 

This project   avoid the traditional method of training the dataset 

.Normally,training of images needs hundreds of picture for single 

child which ends up in occupying large space.This project 

optimises the space by using special face recognition extraction 

feature which normally requires one or two images to classify a 

child. 

. 

Keywords— Missing child identification, face 

recognition,dlib,cmake,svm 

1.INTRODUCTION 

When a child is found, the photograph at that time is matched 

against the images uploaded by the Police/guardianat the time 

of missing. Sometimes the child has been  missing for a long 

time. This age gap reflects in the images since aging affects 

the shape of the face and texture of the skin. The feature 

discriminator invariant to aging effects has to be derived.  

This is the challenge in missing child identification compared 

to the other face recognition systems. Also facial appearance 

of child can vary due to changes in pose, orientation, 

illumination, occlusions, noise in background etc.  

The image taken by public may not be of good quality ,as 

some of them may be captured from a distance without the 

knowledge of the child. Each face image corresponds to a 

child and child face recognition is considered as an image 

category classification problem. The task is to classify input 

image uploaded by the public into one of the given category 

based on the image representation. Basically CNN architecture 

consists of computational layers for feature extraction and a 

classifier layer at the final stage. The VGG-face CNN model 

employs the softmax activation function for labeled class 

prediction, suggesting the class each image belongs to. The 

softmax in the CNN layers is replaced with a multi class SVM 

trained with feature vector array from each image. One-

versus-rest linear SVM classifier is used and is trained on the 

dataset. Extracted feature vector array is used to train this 

classifier 

 
. 

 

II.RELATED WORKS 

In[2],The project is about identifying a specific person by 

detecting  their faces from images or videos.In this paper the 

accuracy and performance of three conventional neural 

network such as VCC. 

In [7],Here the problem of classification within a  medical 

image dataset based on a feature vector  extracted. from the  

deepest layer of preprocessed CNN .This uses feature vector 

from several trained structures. 

In[8],This system consist of two parts entry and exit 

monitoring .The basic idea introduced  each child using real 

time face detection algorithm. 

                  III WORKFLOW OF FACE RECOGNITION 

 

Here we propose a system to identify the missing child by 

using the facial features. To easily identify the face in a given 

image, we are using dlib to locate the face on a given image. 

While the 68-point detector localizes regions along the eyes, 

eyebrows, nose, mouth, and jaw line, the 5-point facial 

landmark detector reduces this information to 2 points for the 

left eye,2 points for the right eye and 1 point for the nose. The 

dlib is used to find the face in the given image. 

 

For the smooth working of dlib,we used cmake for 

correctly identifying the face. CMake is used to control the 

software compilation process using simple platform and 

compiler independent configuration files, and generate native 

make files and workspaces that can be used in the compiler 

environment of your choice. 

 

 
 

            Fig 1. Architecture of lost child recovery  system 

LOST CHILD RECOVERY SYSTEM USING 

FACE RECOGNITION  

MADHUVAN.K[1],NANDHINI.R[2] ,NANDHINI.R.G[3],SUMITHRA.M[4], 

[1],[2],[3]-STUDENTS [4]-ASSISTANT PROFESSOR MEENAKSHI SUNDARARAJAN ENGINEERING COLLEGE                                                         

Author, Jr., and Third C. Author, Member, IEEE 
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. 

In this system we will have a database that consist of 

musing's children images and information reported by the 

parents at the time of missing. Face recognition has been 

helpful in identifying the child with less number of data than 

the conventional method of  training images.This system 

requires one or two images for each child which reduces space 

at a greater extent.When the child is been found by a stranger, 

they would report the child to the police station .Here the 

software enables the user to upload the picture of the  child. If 

a matching is found in the repository,the system displays the 

most matched photo.Along with the image of the child ,it 

displays the details of the child's parents like phone number 

and address which would be further used to contact the child's 

parent. 

    IV. SUPPORT VECTOR MACHINE 

Support Vector Machine is a supervised classification 

algorithm where we draw a line between two different 

categories to differentiate between them. SVM is also known 

as the support vector network.. In that case, the hyperplane 

dimension needs to be changed from 1 dimension to the Nth 

dimension. This is called Kernel. To be more simple, its the 

functional relationship between the two observations. It will 

add more dimensions to the data so we can easily differentiate 

among them. 

Support vector machines (SVMs) are formulated to solve a 

classical two class pattern recognition problem. We adapt 

SVM to face recognition by modifying the interpretation of 

the output of a SVM classifier and devising a representation of 

facial images that is concordant with a two class problem. 

Traditional SVM returns a binary value, the class of the 

object. To train our SVM algorithm, we formulate the problem 

in a difference space, which explicitly captures the 

dissimilarities between two facial images. This is a departure 

from traditional face space or view-based approaches, which 

encodes each facial image as a separate view of a face. 

For non-linearly separable plane, data are input in an input 

space which cannot be separated with a linear hyper plane. So, 

we map all the points to feature space using 25 specific type of 

kernel, in order to separate the non-linear data on a linear 

plane. After separating the points in the feature space we can 

map the points back to the input space with a curvy hyper 

plane. The following figure demonstrates the data flow of 

SVM 

  

 
 Fig 2.Support Vector Machine algorithm. 

                        V.  PREPROCESSING  

 

1. Detecting facial landmarks is a subset of the shape 

prediction problem. Given an input image (and normally an 

ROI that specifies the object of interest), a shape predictor 

attempts to localize points of interest along the shape. In the 

context of facial landmarks, goal is detect important facial 

structures on the face using shape prediction methods. A 

training set of labelled facial landmarks on an image. These 

images are manually labelled, specifying specific (x, y)-

coordinates of regions surrounding each facial structure. 

Priors, of more specifically, the probability on 

distance between pairs of input pixels. Given this training 

data, an ensemble of regression trees are trained to estimate 

the facial landmark positions directly from the pixel 

intensities themselves (i.e., no “feature extraction” is taking 

place). 

 VI. DLIB'S FACIAL LANDMARK DETECTOR 

 

The pre-trained facial landmark detector inside the dlib library 

is used to estimate the location of 68 (x, y)-coordinates that 

map to facial structures on the face. These annotations are part 

of the 68 point iBUG 300-W dataset which the dlib facial 

landmark predictor was trained on. It’s important to note that 

other flavors of facial landmark detectors exist, including the 

194 point model that can be trained on the HELEN dataset. 

Regardless of which dataset is used, the same dlib framework 

can be leveraged to train a shape predictor on the input 

training data — this is useful if you would like to train facial 

landmark detectors or custom shape predictors of your own. 

       VII. RESULTS AND DISCUSSIONS 

  The face identification algorithm is implemented using  

PYCHARM platform. The experiments are carried on  

Microsoft Windows 7, 64 bit Operating System with Intel  

core i7, 3.60GHz processors having 32GB RAM. For  dealing 

with CNN architectures additional processing  capability is 

needed.  The user defined database includes  child face images  

with unique children cases. Training and test set is prepared by 

splitting the database images.  The training set and validation 

set consists of images of each child in the earlier days and 

testing is done  with images of children after an age gap to 

evaluate the  system in all conditions. CNN implemented with 

deep integration of CNN building blocks. The training set 

images are preprocessed to the size specified by the CNN 

architecture before passing to the CNN model. The face region 

is cropped from every image of the acquired input database. 

The images are  fed .The activations to the input image 

produced by the first fully connected layer of the VGG-Face 

network architecture is taken as the CNN Feature descriptor. 

The normalized feature vector is used for training the SVM 

classifier for classifying the image of face and recognizes the 

child.  Face identification accuracy is computed as the ratio of 

correctly identified face images to the total number of child 

face images in the test set.The computed recognition accuracy 

of the multi class SVM using learned features from CNN is 

99.41% 
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