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and papers published in national/ international conference proceedings per teacher during last five years (10)

ISBN/ISSN NUMBER
TITLE OF THE BOOK/CHAPTERS TITLE OF THE PROCEEDINGS OF THE NAME OF THE YEAR OF AFFILIATING INSTITUTE AT
SNO NAME OF THE TEACHER PUBLISHED TITLE OF THE PAPER CONFERENCE CONFERENCE NATIONAL / INTERNATIONAL PUBLICATION PRg(F:'ErElDEING THE TIME OF PUBLICATION NAME OF THE PUBLISHER
4TH PHOENIXES ON EMERGING CURRENT
CONTRIVANCING 4D-BIM IN METRO RAIL TRENDS IN MATERIALS, MANUFACTURING,
N PROJECT USING POWER PROJECT SOFTWARE MANAGEMENT PRACTICES AND PECMACT NATIONAL 2021 - -
CONSTRUCTION TECHNOLOGIES
1 |NRAVIKUMAR PANIMALR ENGINEERING COLLEGE
CONTRIVANCING 4D-BIM IN METRO RAIL PROJECT | SUSTAINABLE MATERIALS AND ITS GREEN
- SOFTWARE TECHNOLOGIES FOR INDUSTRY 4.1 SMIGT 2021 INTERNATIONAL 2021 ) “IMPROVING RESEARCH ETHICS
AND ACADEMIC INTEGRITY USING
2 |NRAVIKUMAR - TURNITIN SOFTWARE"
VOLUME 5 ISSUE 2, JANUARY-
FEBRUARY 2021 AVAILABLE
VIRTUAL NATIONAL CONFERENCE ON 4 IesN:
GROUND WATER gggbmﬁfggsm‘zm ALONG SUSTAINABLE TECHNOLOGIES AND NCSS-2021 NATIONAL 2021 - ONLINE: ngxs"gfgggo’“ E-ISSN.
SMART MATERIALS
3 N.RAVIKUMAR -
ANALYSIS OF PROBLEMS IN PROCUREMENT OF
SUSTAINABLE MATERIALS AND ITS GREEN
- MATERIALS AND EQUIPMENT IN CONSTRUCTION A L SMIGT 2021 INTERNATIONAL 2021 - MPROVING RESEARGH ETHICS
AND ACADEMIC INTEGRITY USING
4 |MMALINI GAYATHRI - TURNITIN SOFTWARE"
VOLUME 5 ISSUE 2, JANUARY-
FEBRUARY 2021 AVAILABLE
DURABILITY STUDY ON FOAM CONCRETE WITHTHE | Ve JAL NATIONAL CONFERENGE ON NCSS.2021 NATIONAL 2021 i ONLINE: WWW.IJTSRD.COM E-ISSN:
- EFFECT OF SILICA FUME AND POLYPROPYLENE FIBRE 2456 - 6470
SMART MATERIALS
5 |G.ANBUNEEMA -
VOLUME 5 ISSUE 2, JANUARY-
FEBRUARY 2021 AVAILABLE
3 DURABILITY STUDY ON FOAM CONCRETEWITHTHE | Vgt WATIONAL CONFERENGE ON NCSS.2021 NATIONAL 2021 i ONLINE: WWW.IJTSRD.COM E-ISSN:
EFFECT OF SILICA FUME AND POLYPROPYLENE FIBRE 456 — 6470
SMART MATERIALS
6 |G.AMIRTHA GOKUL -
APLAXIS 2D DISPLACEMENT ANALYSIS OF GEOTEXTILE
E TUBE TECHNOLOGY TO PREVENT COASTAL EROSION INTERNATIONAL CONFERENCE ICAMCS- 2021 INTERNATIONAL 2021 .
AT SANUDURAI BEACH OF KANNIYAKUMARI DISTRICT
7 G. AMIRTHA GOKUL - -
MINIMATO FOOD ORDERING SINGLE PAGE A D VANCES
- APPLICATION WITH JSON WEB TOKENS (A VOLUME S aUE & SONE 2081 1JAEM INTERNATIONAL 2021 23956252
AUTHENTICATION USING PERN STACK g PAGE NO’ 1054-1656 '
8 |DRB.MONICA JENEFER YES -
FIRST INTERNATIONAL E-CONFERENCE ON
MANAGEMENT, SCIENCE AND
R FAﬁ.ET"éﬁsD';ESEES%TS‘?E‘Amg‘zg%%‘é’;'{g:{zﬁg[’ TECHNOLOGY (ICMST - ONLINE), RBVRR IcMST INTERNATIONAL 2021 -
WOMEN'S COLLEGE, HYDERABAD, 29TH
9 |CJERIN MAHIBHA AND 30TH MAY 2021 YES -
CONSTRUCTION ARTISAN INSPECTION ANDROID | INERNATIONAL JOURNAL OF ADVARCES
- APPLICATION USING OLAP (ON LINE ANALYTICAL 1JAEM INTERNATIONAL 2021 2395-5252
EROGESOING, GLUGTER ALGORIFEM (IJAEM),VOLUWEE 3, ISSUE 6, JUNE 2021 ,
PAGE NO : 1076-1083
10 |s.YAMUNA YES -
2ND INTERNATIONAL E-CONFERENCE ON
SEGREGATION OF IMAGES OF WASTE USING MACHINE |  INFORMATION, COMMUNICATION AND
- LEARNING NETWORKING, 9TH -10TH APRIL 2021, EICICN INTERNATIONAL 2021 -
EASWARI ENGINEERING COLLEGE
1 V.SUNDARI YES -
2ND INTERNATIONAL E-CONFERENCE ON
COVID 19 PNEUMONIA CLASSIFICATION USING DEEP |~ INFORMATION, COMMUNICATION AND
- LEARNING TECHNIQUE NETWORKING, 9TH -10TH APRIL 2021, EicieN INTERNATIONAL 2021 -
EASWARI ENGINEERING COLLEGE
12__|SAARTHI YES -
INTERNATIONAL CONFERENCE ON
INFORMATION SYSTEMS AND SOFTWARE
- FACIAL EMOTION RECOGNITION SYSTEM USING DEER ENGINEERING, MEENAKSHI ICISSE INTERNATIONAL 2021 .
SUNDARARAJAN ENGINEERING COLLEGE,
13 |MRNITHYA 23RD -24TH APRIL 2021 e ]
9 TH INTERNATIONAL CONFERENCE ON
MANAGING HEALTH RECORDS USING SWART TN AR BN CRN G AND,
- ETHEREUM BLOG e N EORMING NAMED | TECHNOLOGY 2021, 10THAND T1TH APRIL ICCET 2021 INTERNATIONAL 2021 .
A 2021, PRINCE SHRI VENKATESHWARA
16 | CuERIN MALIBHA PADMAVATHY ENGINEERING COLLEGE ves .
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INTERNATIONAL JOURNAL OF ADVANCES
ASURVEY OF LOCAL DATA STORAGE OVER CLOUD IN ENGINEERING AND MANAGEMENT
STORAGE (1JAEM), VOLUME 3 , ISSUE 3, MARCH 2021 , JJAEM INTERNATIONAL 2021 2396-5252
PAGE NO : 1198-1200
15 |SAARTHI YES -
INTERNATIONAL JOURNAL OF ADVANCES
BREAST CANCER PREDICTION USING MACHINE IN ENGINEERING AND MANAGEMENT
LEARNING ALGORITHMS (IUAEM), VOLUME 3,ISSUE 7, JULY 2021,PP. JJAEM INTERNATIONAL 2021 2395-5252
16| PREVATHI YES -
2ND INTERNATIONAL E-CONFERENCE ON
EMAIL SPAM DETECTION USING CONVOLUTIONAL INFORMATION, COMMUNICATION AND
NEURAL NETWORK NETWORKING, STH -10TH APRIL 2021, ElCICN INTERNATIONAL 2021 .
EASWAR| ENGINEERING COLLEGE
17 |RVENKATESH YES -
INTERNATIONAL JOURNAL OF ADVANCES
DEEP NEURAL NETWORK FOR HANDWRITING IN ENGINEERING AND MANAGEMENT
RECOGNITION SYSTEM (IJAEM), VOLUME 3, ISSUE 5, MAY 2021, WAEM INTERNATIONAL 2021 2395-5252
PAGE NG : 222-225
18 DR.M.K.SANDHYA YES -
INTERNATIONAL JOURNAL FOR RESEARCH
EYE BLINDNESS DETECTION (DIABETIC RETINOPATHY) | IN APPLIED SCIENCE AND ENGINEERING ’
USING RESNET CONVOLUTIONAL NEURAL NETWORK | TECHNOLOGY (JRASET) VOLUME 9, ISSUE IRASET INTERNATIONAL 2021 2321-9653
VI, PAGE NO: 1771-1773, ISSN : 2321-9653
19| PREVATHI YES -
9 TH INTERNATIONAL CONFERENCE ON
CONTEMPORARY ENGINEERING AND
P T o S A EOREST | TECHNOLOGY 2021, 10THAND 11TH APRIL ICCET 2021 INTERNATIONAL 2021 .
2021, PRINCE SHRI VENKATESHWARA
20 DR.B.MONICA JENEFER PADMAVATHY ENGINEERING COLLEGE YES .
2ND INTERNATIONAL E-CONFERENCE ON
INFORMATION, COMMUNICATION AND
LOST CHILD RECOVERY USING FACE RCOGNITION NETWORKING. STH -10TH APRIL 2021, EICICN INTERNATIONAL 2021 -
EASWAR| ENGINEERING COLLEGE
21 |MSUMITHRA YES -
AICTE SPONSORED FIFTH INTERNATIONAL
CONFERENCE ON INNOVATIVE AND
EMERGING TRENDS IN ENGINEERING AND .
ASELF DIAGNOSING MEDICAL CHATBOT USING Al | EE Rt S e ey Th ICIETET20 INTERNATIONAL 2021 978-93-89507-72-0
MAY 2021, PANIMALAR INSTITUTE OF
22 [SYAMUNA TECHNOLOGY YES -
2ND INTERNATIONAL E-CONFERENCE ON
E-VOTING OVER A PEER TO PEER NETWORK USING | INFORMATION, COMMUNICATION AND
BLOCKCHAIN TECHNOLOGY NETWORKING, STH -10TH APRIL 2021, EicieN INTERNATIONAL 2021 -
EASWARI ENGINEERING COLLEGE
23 |DRM.K.SANDHYA YES -
2ND INTERNATIONAL E-CONFERENCE ON
FUTURE PREDICTION OF COVID-19 USING MACHINE |~ INFORMATION, COMMUNICATION AND
LEARNING MODELS NETWORKING, STH -10TH APRIL 2021, ElCicN INTERNATIONAL 2021 -
EASWAR| ENGINEERING COLLEGE
24 |PREVATHI YES -
INTERNATIONAL JOURNAL FOR RESEARCH
AN IOT BASED WEATHER MONITOR SYSTEMFOR | IN APPLIED SCIENCE AND ENGINEERING
DRYING CLOTHES TECHNOLOGY (IJRASET) VOLUME 9, ISSUE WAEM INTERNATIONAL 2021 2396-5252
V, PAGE NO: 2473-2478, ISSN : 2321-9653,
25 |V.SUNDARI YES -
INTERNATIONAL CONFERENCE ON
B B o AN NS e M USING ARTIFICIAL INTELLIGENCE FOR 10T AND (ICAISEN21) INTERNATIONAL 2021 -
SUSTAINABLE ELECTRICAL NETWORKS
26 A KANIMOZHI -
INTERNATIONAL
CONFERENCE ON
AREVIEW ON RECENT TRENDS IN THE MICROBIAL AIP CONFERENCE PROCEEDINGS ENERGY AND INTERNATIONAL 2021 -
PRODUCTION OF BIODIESEL RO
(ICRE2021) MEENAKSHI SUNDARARAJAN
27__|DR. S. SANTHANAKRISHNAN ENGINEERING COLLEGE AIP PUBLISHING
RESIDENT INTRUSION DETECTION USING WI-FI
INTERNATIONAL RESEARCH JOURNAL OF
ENABLED 10T FOR SART HOME WITHANDROID | e e o e IRJET INTERNATIONAL 2020 2456-2098
28 |S.YAMUNA YES -
7TH NATIONAL CONFERENCE ON
PREDICTIVE ANALYTICS ON CARDIOVASCULAR ADVANCED COMPUTING AND
DISEASE USING MACHINE LEARNING CLASSIFICATION TECHNOLOGIES (NCACT'20),VELAMMAL NCACT'20 NATIONAL CONFERENCE 2020 -
TECHNIQUE ENGINEERING COLLEGE, 14TH MARCH,
29 | MRNITHYA 2020. YES -
7TH NATIONAL CONFERENCE ON
ROAD ACCIDENT PREDICTION BY COMPARING ADVANCED COMPUTING AND )
MEASUREMENTS USING ENSEMBLE LEARNING METHOD | TECHNOLOGIES (NCACT'20),14TH MARCH, NCACT20 NATIONAL CONFERENCE 2020 -
2020.
30 C.JERIN MAHIBHA YES -
AICTE SPONSORED INTERNATIONAL E-
CONFERENCE INNOVATIONIN RURAL
DA RGN G O Dy (/E USING PRICE | EMPOWERMENT, SOCIAL DYNAMICS & NIA INTERNATIONAL 2020 9780387748361
WELFARE IN INDIA, NANDHA COLLEGE OF
st |vsunpam TECHNOLOGY, 15TH SEPTEMBER 2020 ves .

B A

PRINCIPAL
VIEENAKSH! SUNDARARAIAN ENGINE!

363, ARCOT ROAD, XODAMBA

CHEMNAIG0 024




AICTE SPONSORED INTERNATIONAL E-
CONFERENCE INNOVATIONIN RURAL
e A TN USING EMPOWERMENT, SOCIAL DYNAMICS & NIA INTERNATIONAL 2020 9780387748361
WELFARE IN INDIA, NANDHA COLLEGE OF
@ |mramva TECHNOLOGY, 15TH SEPTEMBER 2020 ves .
NATIONAL CONFERENCE ON TRENDS IN
GAUGE THE BEHAVIOUR OF MOBILE APPLICATION COMPUTING TECHNOLOGY(NCTCT20), y
CUSTOMER-A SURVEY MEENAKSHI SUNDARAJAN ENGINEERING NeTCT20 INTERNATIONAL 2020 .
COLLEGE, 13TH MARCH 2020
33 |DRMKSANDHYA YES -
7TH NATIONAL CONFERENCE ON
DETECTION OF ILLEGITIMATE CREDIT CARD ADVANCED COMPUTING TECHNOLOGIES )
TRANSACTIONS USING MACHINE LEARNING (NCACT'20), VELAMMAL ENGINEERING NCACT20 NATIONAL CONFERENCE 2020 -
COLLEGE, 14TH MARCH 2020
34 |DRMKSANDHYA YES -
NATIONAL CONFERENCE ON TRENDS IN
ASTUDY ON ENCRYPTION TECHNIQUES TOACHIEVE | COMPUTING TECHNOLOGY(NCTCT'20), ,
DECENTRALISED PRIVACY USING BLOCKCHAIN NeTeT20 NATIONAL CONFERENCE 2020 -
SUNDARAJAN ENGINEERING COLLEGE,
35 M.SUMITHRA 13TH MARCH 2020 YES -
INTERNATIONAL CONFERENCE ON
SCIENCE TECHNOLOGY ENGINEERING
A OPT'M'ZA'”V&%;ﬁ‘é"‘g‘éegfgg&mo”'rf“D N AND MANAGEMENT (ICONSTEM20), ICONSTEM20 INTERNATIONAL CONFERENCE 2020 -
JEPPIAAR ENGINEERING COLLEGE, 15TH
36 |DR.B.MONICA JENEFER JuLy2020 YES -
"AICTE SPONSORED FIFTH
INTERNATIONAL
SIGNATURE SUBSTANTIATION TO PREVENT CONFERENCE ON INNOVATIVE &
FALSIFICATION EMERGING TRENDS IN ENGINEERING & . INTERNATIONAL CONFERENCE 2020 .
TECHNOLOGY
37 |PREVATHI ORGANIZED BY PANIMALAR INSTITUTE OF YvES )
INTERNATIONAL CONFERENCE ON
RESEARCH ADVANCEMENTS AND
ASTUDY ON DEEP OCEAN IMAGE PROCESSING FOR | CHALLENGES IN ENGINEERING SCIENCES )
OBJECT DETECTION USING PATTERN RECOGNITION | _ (ICRACE'20), VELAMMAL INSTITUTE OF ICRACE'20 INTERNATIONAL 2020 1475-7192
TECHNOLOGY, 6TH — 7TH MARCH 2020
38 DR.B.MONICA JENEFER (WON THE BEST PAPER AWARD) YES -
NATIONAL CONFERENCE ON TRENDS IN
ANALYSIS ON EXISTING INTERNET SERVICE COMPUTING TECHNOLOGY(NCTCT?20), ,
PROVIDERS FOR USER OPTIMIZATION SUNDARAJAN NCTCT20 NATIONAL CONFERENCE 2020 -
COLLEGE, 13TH MARCH 2020
39 |DR.MK.SANDHYA YES .
7TH NATIONAL CONFERENCE ON
ADVANCED COMPUTING AND
CONVERSA;:ﬁ,’f,%RCTOUMSmg'?gNZ%iM_Eg&AL HEALTH | TECHNOLOGIES (NCACT'20),VELAMMAL NCACT20 NATIONAL CONFERENCE 2020 -
ENGINEERING COLLEGE, 14TH MARCH,
40 |SAARTHI YES -
AUTOMATIC RAILWAY COLLISION AVOIDANCE SYSTEM
INTERNATIONAL RESEARCH JOURNAL OF
USING PATTERN RECOGNITION AND OBJECT L ERING AND TE O DL ST URIETy IRJET INTERNATIONAL 2020 2395-0056
DETECTION
41 |S.YAMUNA YES -
7TH NATIONAL CONFERENCE ON
OPTIMUM COMPRESSION USING MACHINE LEARNING | ADVANCED COMPUTING TECHNOLOGIES )
ALGORITHMS (NCACT'20), VELAMMAL ENGINEERING NCACT20 NATIONAL CONFERENCE 2020 -
COLLEGE, 14TH MARCH 2020
42 |DRMK.SANDHYA YES -
KIDS' SMARTPHONE ACTIVITIES TRACKER: AN ANDROID
APPLICATION FOR TRACKING AND MONITORING e R IRJET INTERNATIONAL 2020 2395-0056
CHILDREN SMARTPHONES (IRJET)
43 V.SUNDARI YES -
NATIONAL CONFERENCE ON TRENDS IN
CROP YIELD AND CROP COST PREDICTION BY COMPUTING TECHNOLOGIES (NCTCT'20),
COMPARING MEASUREMENTS USING MACHINE MEENAKSHI SUNDARARAJAN NCTCT20 NATIONAL CONFERENCE 2020 -
LEARNING METHOD ENGINEERING COLLEGE, 13TH MARCH
44__|RVENKATESH YES -
7TH NATIONAL CONFERENCE ON
ADVANCED COMPUTING AND
A ’}ANUTW;\L'rElgSLUszﬁgTST‘EgngmEr?-«?NLGAsRlcoETNV TECHNOLOGIES (NCACT'20),VELAMMAL NCACT20 NATIONAL CONFERENCE 2020 -
(10T) ENGINEERING COLLEGE, 14TH MARCH,
45 __|DRB.MONICA JENEFER YES -
'AICTE SPONSORED FIFTH INTERNATIONAL
CONFERENCE ON INNOVATIVE AND
AUTOMATED QUALITY INSPECTION OF MANUFACTURED | EMERGING TRENDS IN ENGINEERING AND .
COMPONENTS USING IMAGE FEATURE EXTRACTION [TECHNOLOGY - ICIETET20 PROCEEDINGS, ICIETET'20 INTERNATIONAL 2020 978-03-89507-72-0
ISBN: 978-93-89507-72-0, PG. 285-290, 26TH
46 |DRBMONICA JENEFER 8 27TH JUNE 2020 YES .
NATIONAL CONFERENCE ON TRENDS IN
COMPUTING TECHNOLOGY(NCTCT20),
DEEP LEARNING IN ULTR/COLIND MAGE ANALYSIS -A MEENAKSHI SUNDARARAJAN NCTCT20 NATIONAL CONFERENCE 2020 -
ENGINEERING COLLEGE, 13TH MARCH
47 C.JERIN MAHIBHA YES -
NATIONAL CONFERENCE ON TRENDS IN
IMPROVED NETWORK SECURITY BY THREE LEVEL | COMPUTING TECHNOLOGY(NCTCT'20), . .
bt AR, NCTCT20 NATIONAL CONFERENCE 2020
COLLEGE, 13TH MARCH 2020
48 |PREVATHI YES -
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INTERNATIONAL JOURNAL OF SENSORS,
DT O e NG A EE AENEA USING WIRELESS COMMUNICATIONS AND - INTERNATIONAL 2020 24562998
. CONTROL (2020) 10:
49 |MK.SANDHYA -
MEENAKSHI SUNDARARAJAN
DEVELOPMENT OF COMBINATIONAL CIRCUITS BY ENGINEER
COMPUTATIONAL INTELLIGENCE AND COLLEGE/ANNA UNIVERSITY
S. B, SNASUBRAMANIVAN 1 R ENCODING ON THE BASIS OF DEVELOPMENTAL et . INTERNATIONAL 2020 16875265
SESHASAYANAN,2 AND N.
50 |RAMADASS2 -
DREDGING AND SILTATION STUDY IN THE GULF OF 5TH INTERNATIONAL CONFERENCE IN
KHAMBHAT 'OCEAN ENGINEERING ICOE 2019 INTERNATIONAL 2019 -
51 |DRPKSURESH - -
REMEDIAL MEASURES TO COMBAT SEA EROSION 5TH INTERNATIONAL CONFERENGE IN
ALONG WEST COAST OF INDIA OCEAN ENGINEERING (ICOE 2019) ICOE 2019 INTERNATIONAL 2019 -
52 DR.PK SURESH - -
IN INTERNATIONAL JOURNAL OF SCIENCE
KNOWLEDGE ENGINEERING FOR E-GRIEVANCE AND INNOVATIVE ENGINEERING 1JARMET INTERNATIONAL 2019 2319-5067
TECHNOLOGY
53 |V.SUNDARI YES -
7TH INTERNATIONAL CONFERENCE ON
CONTEMPORARY ENGINEERING AND
AR B O e g RECOGNITION TECHNOLOGY, PRINCE SHRI ICCET 2019 INTERNATIONAL 2019 .
VENKATESHWARA PADMAVATHY
54 C.JERIN MAHIBHA ENGINEERING COLLEGE, MARCH 2019 YES .
GENERATING CLIENT SUMMARIES THROUGH
SENTIMENT ANALYSIS OF USER PRODUCT REVIEWS |(ABSTRACT ACCERTED) PROCEEDINGS OF SWDSI INTERNATIONAL 2019 -
USING RNN APPROACH  USA,
55 |DRM.KSANDHYA YES -
INTERNATIONAL JOURNAL OF ADVANCED
) RESEARCH IN MANAGENENT,
IOT-WEARABLES TO MONITOR PILOT'S HEALTH N R L Oy IJARMET INTERNATIONAL 2019 24562033
(ARMET)
56 S.AARTHI YES -
6TH NATIONAL CONFERENCE ON
ROAD TRAFFIC RECOMMENDATION USING MULTI | ADVANCED COMPUTING TECHNOLOGIES, NCACT NATIONAL 2019 .
SOURCE DIFFUSION MODELLING VELAMMAL ENGINEERING COLLEGE 16TH
MARCH 2019
57__|S.YAMUNA YES -
INTERNATIONAL JOURNAL OF ADVANCED
UNAUTHORIZED USER ANALYSIS WITH MACHINE RESEARCH IN MANAGEMENT,
LEARNING FOR WEB REPOSITORY RESULTS ENGINEERING AND TECHNOLOGY WARMET INTERNATIONAL 2019 2304-2975
(ARMET)
58 |PREVATHI YES -
INTERNATIONAL CONFERENCE ON
RECENT DEVELOPMENT IN ENGINEERING
LOCATION IDENTIFIGATION FOR NON-GEOTAGGED MANAGEMENT SCIENCES AND ICRDET 19 INTERNATIONAL 2019 -
TECHNOLOGY, DHAANISH AHMED
s mRNTHYA COLLEGE OF ENGINEERING 2019 ves i
IMPROVING THE LIFE OF CHILDREN AFFECTED BY | INTERNATIONAL JOURNAL OF COMPUTING
AUTISM SPECTRUM DISORDER WITH THE HELP OF I0T | TRENDS AND TECHNOLOGIES(CTT) uerr INTERNATIONAL 2019 2231-2803
60 DR.B.MONICA JENEFER YES -
ASURVEY ON ONLINE AUCTION USING DATE MINING | INTERNATIONAL JOURNAL OF COMPUTING
TECHNIQUES TRENDS AND TECHNOLOGIES(IJCTT) uerr INTERNATIONAL 2019 2231-2803
61__|C.JERIN MAHIBHA YES -
INTERNATIONAL JOURNAL OF ADVANCED
ONLINE SHOPPING BARGAIN USING INCREMENTAL RESEARCH IN MANAGEMENT,
ALGORITHM ENGINEERING AND TECHNOLOGY IJARMET INTERNATIONAL 2019 2304-2975
(UARMET
62 |S.YAMUNA YES -
SSRG INTERNATIONAL JOURNAL OF
DATAANALYSIS ON SCROLLABILITY FOR WEBPAGES COMPUTER SCIENCE AND ENGINEERING 1JCSE INTERNATIONAL 2019 2348-8387
63 |V.SUNDARI YES -
INTERNATIONAL CONFERENCE ON
SECURE AND PRACTICAL AUTHENTICATION EMERGING CURRENT TRENDS IN
APPLICATION TO EVADE NETWORK ATTACKS COMPUTING AND EXPERT TECHNOLOGY, COMET INTERNATIONAL 2019 -
PANIMALAR ENGINEERING COLLEGE 2019
64 DR.B.MONICA JENEFER YES -
ASURVEY ON BLOCKCHAIN HANDLING HUGE DIGITAL |  SSRG INTERNATIONAL JOURNAL OF
INFORMATION COMPUTER SCIENCE AND ENGINEERING 1JCSE INTERNATIONAL 2019 2348-8367
65 |SAARTHI YES -
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6TH NATIONAL CONFERENCE ON
GENERATING UNIQUE ID FOR INDIVIDUALS USING | ADVANCED COMPUTING TECHNOLOGIES,
BIOMETRICS VELAMMAL ENGINEERING COLLEGE 16TH NeAcT NATIONAL 2019
MARCH 2019
66 |C.JERIN MAHIBHA YES -
6TH NATIONAL CONFERENCE ON
ADVANCED COMPUTING TECHNOLOGIES,
PRESERVING PRIVACY IN ONLINE DATAPUBLISHING | f0VANGED COMPUTING TECHNOLOGIES, NCACT NATIONAL 2019 .
MARCH 2019
67 |RVENKATESH YES -
ASURVEY ON ORGANISATIONAL SUPPLY CHAIR SSRG INTERNATIONAL JOURNAL OF
PERFORMANCE MEASUREMENT COMPUTER SCIENCE AND ENGINEERING 1JCSE INTERNATIONAL 2019 2348-8387
68 |[MSUMITHRA YES -
2ND INTERNATIONAL CONFERENCE ON
INFORMATION, EMBEDDED AND
AR B A R S e T\ | COMMUNICATION SYSTEMS, ICIECS 2019, ICIECS 2019 INTERNATIONAL 2019
ST.JOSEPH COLLEGE OF ENGINEERING,
69 M.R.NITHYA MARCH 2019 YES -
AUTHENTICATION BY ENCRYPTED NEGATIVE
SSRG INTERNATIONAL JOURNAL OF
PASSWORD FOR INTUITIVE STOCK MANAGEMENT | SSRG INTERNATIONAL JOURNAL OF 1JCSE INTERNATIONAL 2019 2348-8387
70 |SAARTHI YES -
6TH NATIONAL CONFERENCE ON
AUNIFIED APPROACH FOR FINDING OPTIMAL ROUTE | ADVANCED COMPUTING TECHNOLOGIES, NGACT NATIONAL 2019 i
USING USER'S PREFERENCES VELAMMAL ENGINEERING COLLEGE, 16TH
MARCH 2019
71__|PREVATHI YES -
6TH NATIONAL CONFERENCE ON
SECURE PERFORMANCE ANALYSIS FOR INDUSTRIAL | ADVANCED COMPUTING TECHNOLOGIES,
MANAGEMENT SYSTEM VELAMMAL ENGINEERING COLLEGE, 16TH NeacT NATIONAL 019 .
MARCH 2019
72 |RVENKATESH YES -
7TH INTERNATIONAL CONFERENCE ON
CONTEMPORARY ENGINEERING AND
AN ASSISTING SYSTEM FOR DEMENTIA PATIENTS TECHNOLOGY, PRINCE SHRI ICCET 2019 INTERNATIONAL 2019
VENKATESHWARA PADMAVATHY
s |sanmm ENGINEERING COLLEGE, MARCH 2019 es .
AN AUTOMATED SECURE VOTING SYSTEM FOR DIGITAL | SSRG INTERNATIONAL JOURNAL OF
INDIA COMPUTER SCIENCE AND ENGINEERING 1CSE INTERNATIONAL 2019 2348-8367
74__|DRMK.SANDHYA YES -
5TH INTERNATIONAL CONFERENCE ON
ARDUINO AND NODE MCU BASED INGENIOUS ENG\NEEslglﬁggr\i/ITEfEHh;‘Aqrﬁgg\;ROBING
HOUSEHOLD OBJECTS MONITORING AND CONTROL IEEE ICONSTEM'19 INTERNATIONAL 2019 .
EVRONMENT ARTIFICIAL INTELLIGENCE TECHNIQUES
AND RESEARCH IN 10T, JEPPIAAR
75 |DRM.KSANDHYA ENGINEERING COLLEGE YVES )
PERFORMANCE MONITORING SYSTEM FOR VIRTUAL SSRG INTERNATIONAL JOURNAL OF
MACHINES COMPUTER SCIENCE AND ENGINEERING 1JCSE INTERNATIONAL 2019 2348-8387
76 |DRB.MONICA JENEFER YES -
7TH INTERNATIONAL CONFERENCE ON
CONTEMPORARY ENGINEERING AND
S o e RA S ION AND TECHNOLOGY, PRINCE SHRI ICCET 2019 INTERNATIONAL 2019
VENKATESHWARA PADMAVATHY
77 |oremoNcAENEFER ENGINEERING COLLEGE, MARCH 2019 ves .
A SURVEY ON EXTENSIBLE FRAMEWORK FOR E- 6TH NATIONAL CONFERENCE ON
COMMERCE ON CUSTOMER RECOMMENDATION & | ADVANCED COMPUTING TECHNOLOGIES, NCACT NATIONAL 2019
BARGAINING FOR PRODUCT MODIFICATION USING KNN | VELAMMAL ENGINEERING COLLEGE, 16TH
ALGORITHM MARCH 2019
78 |MSUMITHRA YES -
7TH INTERNATIONAL CONFERENCE ON
y CONTEMPORARY ENGINEERING AND
A RN D oD Gy ONHINE USER'S TECHNOLOGY, PRINCE SHRI ICCET 2019 INTERNATIONAL 2019 .
VENKATESHWARA PADMAVATHY
79 DR.M.K.SANDHYA ENGINEERING COLLEGE, MARCH 2019 YES .
) SOUTHWEST DECISION SCIENCES
ACTIVE LEARNING METHODOLOGY: BRIDGING THEORY INSTITUTE 50TH ANNUAL CONFERENCE, SWDSI INTERNATIONAL 2019 -
CTICE
MARCH 2019
80 |DRM.KSANDHYA YES -
INTERNATIONAL CONFERENCE ON
INTELLIGENT COMPUTING, INFORMATION
A T e e bh | ARu A ITION SYSTEM | AND CONTROL SYSTEMS, MALLA REDDY ICICCS 2019 INTERNATIONAL CONFERENCE 2019
COLLEGE OF ENGINEERING, 27-28 JUNE
81 DR.M.K.SANDHYA YES -
INTERNATIONAL MEENAKSHI SUNDARARAJAN
JOURNAL OF ENGINEER
WIRELESS CHARGING FOR ELECTRIC VEHICLE USING | INTERNATIONAL JOURNAL OF ADVANCED ADVANCED ISSN (PRINT) : 2320 | COLLEGE/ANNA UNIVERSITY
e e RESEARCH IN ELECTRICALELECTRONICS | 8o ARCED INTERNATIONAL 2019 ]
. AND INSTRUMENTATION ENGINEERING -
ELECTRICAL,
82 |ROOBAM ELECTRONICS AND 5
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INTERNATIONAL

MEENAKSHI SUNDARARAJAN

JOURNAL OF ENGINEER
CHARGING STATION FOR ELECTRIC VEHICLE UsiNG | INTERNATIONAL JOURNAL OF ADVANCED ADVANCED ISSN (ONLINE): 2278 | COLLEGE/ANNA UNIVERSITY
Pt Ay RESEARCH IN BASIC ENGINEERING | pes Rt 1 BASIC INTERNATIONAL 2019 N e
SCIENCES AND TECHNOLOGY (IJARBEST) ENGINEERING
83 |ROOBAM SCIENCES AND
INTERNATIONAL WEENAKSHI SUNDARARAJAN
AN ALTERNATE METHOD TO DETERMINE THE INTERNATIONAL JOURNAL FOR JOURNAL FOR COLLEGE/ANNA UNIVERSITY
ESSENTIAL PRIME IMPLICANTS OF A BOOLEAN TECHNOLOGICAL RESEARCH IN TECHNOLOGICAL INTERNATIONAL 2019 23474718
S.B. SIVASUBRAMANIVAN1 , DR FUNCTION ENGINEERING A
84 |R SESHASAYANAN2
INTERNATIONAL A R RAJAN
INTERNATIONAL JOURNAL FOR JOURNAL FOR
R R B VOXEL WITHA TECHNOLOGICAL RESEARCH IN TECHNOLOGICAL INTERNATIONAL 2019 2347-4718 COLLEGE/ANNA UNIVERSITY
ENGINEERING RESEARCH IN
85 |S.B. SIVASUBRAMANIVAN ENGINEERING
INTERNATIONAL A EmPARARAJAN
INTERNATIONAL JOURNAL FOR JOURNAL FOR
ENCODING OF DIGITAL CIRCUITS TO MIMIC THE TECHNOLOGICAL RESEARCH IN TECHNOLOGICAL INTERNATIONAL 2019 23474718 COLLEGE/ANNA UNIVERSITY
GENOME OF A BIOLOGICAL ORGANISM N OEERING RESARGA I
S. B. SIVASUBRAMANIVAN1 , DR ENGINEERING
86 R. SESHASAYANAN2
INTERNATIONAL MEENAEig‘iléggARARAJAN
INTERNATIONAL JOURNAL FOR JOURNAL FOR
EVOLVABLE ARM TO TRACK THE MAXIMUM POWER TECHNOLOGICAL RESEARCH IN TECHNOLOGICAL INTERNATIONAL 2019 23474718 COLLEGE/ANNA UNIVERSITY
POINT OF APV CELL USING BI-LEVEL OPTIMIZATION
ENGINEERING RESEARCH IN
S. B. SIVASUBRAMANIVAN1 , DR ENGINEERING
87 __|R SESHASAYANAN2
MEENAKSHI SUNDARARAJAN
RESEARCH IN ELECTRONICS ENGINEER|
DESIGN OF CONTROL SYSTEMS FOR HIGH COLLEGE/ANNA UNIVERSITY
ENGINEERING AND COMMUNICATION REACT NATIONAL 2019 .
PROTECTION FEED DRIVES MACHINE TOOLS BRI
88 |suma
MEENAKSHI SUNDARARAJAN
ENGINEERING
RESEARCH IN ELECTRONICS
D D oY ENGINEERING AND COMMUNICATION REACT NATIONAL 2019 - COLLEGE/ANNA UNIVERSITY
TECHNIQUES-REACT
89 |VANATHIT
MEENAKSHI SUNDARARAJAN
INTERNATIONAL ON ENGINEERING
ADAPTIVE LANE DETECTION AND TRACKING IN INTERNATIONAL ON CONTEMPORARY | CONTEMPORARY COLLEGE/ANNA UNIVERSITY
ADVANCED DRIVER ASSISTANC SYSTEM ENGINEERING AND TECHNOLOGY 2019 | ENGINEERING AND INTERNATIONAL CONFERENCE 2019 978-03-81288-18-4
TECHNOLOGY 2019
90 S.MANIKANDAN
INTERNATIONAL MEENAKSHI SUNDARARAJAN
SIMULATION FOR VEGTOR CONTROL IN PERMANENT | INTERNATIONAL JOURNAL OF ADVANGED | 10VRNAL OF 1SSN (PRINT) ;2320 COLLES N RSITY
MAGNET SYNCHRONOUS MOTOR UNDER DYNAMIC | RESEARCH IN ELECTRICAL, ELECTRONICS | Reag ncn IN INTERNATIONAL CONFERENCE 2019 O e
CONDITIONS AND INSTRUMENTATION ENGINEERING ( ) -
ELECTRICAL, 8875
91 P.PARASURAMAN ELECTRONICS AND
PROFILE BASED RECOMMENDATION SYSTEM FOR NATIONAL CONFERENCE ON ADVANCED 3
STOCK MARKET INVESTMENTS COMPUTING TECHNOLOGIES NCACT'19 NATIONAL 2019 .
VELAMMAL ENGINEERING
92 |AKANIMOZHI COLLEGE
NATIONAL CONFERENCE ON ADVANCED .
TRAVEL ROUTE RECOMMENDATION SYSTEM COMPUTING TECHNOLOGIES. NCACT'19 NATIONAL 2019 -
VELAMMAL ENGINEERING
93 |AKANIMOZHI COLLEGE
AN AUTOMATED PARKING SYSTEM TO RECOGNIZE | NATIONAL CONFERENCE ON ADVANCED ,
UNAUTHOURIZED VERSION COMPUTING TECHNOLOGIES NCACT19 NATIONAL 2019 -
VELAMMAL ENGINEERING
94 A.KANIMOZHI COLLEGE
NEXT GENERATION ELECTRONIC COMMERCE WITH NATIONAL CONFERENCE ON
ENHANCED USER EXPERIENCE AND BIOMETRIC INTERDISCIPLINARY RESEARCH IN NCIRE'19 NATIONAL 2019 -
AUTHENTICATIONN ENGINEERING SMK FOMRA INSTITUTE OF
95 |B.MAHALAKSHMI TECHNOLOGY
NATIONAL CONFERENCE ON
ANINTELLIGENT SYSTEM TO IDENTIFY UNIVERSITIES INTERDISCIPLINARY RESEARCH IN NCIRE'19 NATIONAL 2019 .
FOR GRADUATE STUDIES AN
SMK FOMRA INSTITUTE OF
9 |N.MATHANGI TECHNOLOGY
NATIONAL CONFERENCE ON
OPTIMIZED CROP RECOMMENDATION BASED ON SOIL '
D O INTERDISCIPLINARY RESEARCH IN NCIRE'19 NATIONAL 2019 .
SMK FOMRA INSTITUTE OF
97 |N.MATHANGI TECHNOLOGY
NATIONAL CONFERENCE ON
EARLY WARNING ERROR DETECTION AND PREDICTIVE ,
MAINTENANCE OF PRODUCTION SYSTEM \NTERDlSCéi%TﬁggRTﬁgEARCH IN NCIRE'19 NATIONAL 2019 -
SMK FOMRA INSTITUTE OF
98 N.MATHANGI TECHNOLOGY
NATIONAL CONFERENCE ON
IMPROVING INSTITUTION PERFORMANCE USING INTERDISCIPLINARY RESEARCH IN NCIRE'19 NATIONAL 2019 -
SENTIMENTAL ANALYSIS NN
SMK FOMRA INSTITUTE OF
99 |JPRIYA TECHNOLOGY
Lo A
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RESPONSIVE STREET LIGHTING SYSTEM FOR

NATIONAL CONFERENCE ON SMART

B T LiGHIING SYSTEM FOR INNOVATION N COMMUNIGATION AND NCSIcC19 NATIONAL 2019 -
SRI SAIRAM ENGINEERING
100__|S.PRISKILLA MANONMANI COLLEGE -
NATIONAL CONFERENCE ON SMART
GLOBALLY OPERABLE AND COST EFFECTIVE VOICE “.
A vy Aol INNOVATION N COMMUNIGATION AND NCSICC9 NATIONAL 2019 -
SRI SAIRAM ENGINEERING
101 |ASHAN COLLEGE -
NATIONAL CONFERENCE ON
CAB ACTUATION USING BEACON INTELLIGENCE INTERDISCIPLINARY RESEARCH IN NCIRE'19 NATIONAL 2019 -
ENGINEERING SMK FOMRA INSTITUTE OF
102 |KPSRIRAM TECHNOLOGY -
ANTICIPATION OF MICROBLOGGING METADATA USING | NATIONAL CONFERENCE ON ADVANCED ,
PARELLEL FREQUENT ITEM SET ALGORITHM COMPUTING TECHNOLOGIES NCACT19 NATIONAL 2019 -
VELAMMAL ENGINEERING
103 R.GAYATHRI COLLEGE -
OPTIMISING THE DIESEL ADDITIVES INASINGLE | INTERNATIONAL RESEARCH JOURNAL OF i i 2019 2395.0056
CYLINDER DIESEL ENGINE ENGINEERING AND TECHNOLOGY
MEENAKSHI SUNDARARAJAN
104 _|DRK. BALASUBRAMANIAM ENGINEERING COLLEGE -
EXPERIMENTAL INVESTIGATION OF COATED AND
UNCOATED GROUNDNUT SHELL POWDER REINFORCED | TRANSACTIONS ON INNOVATIONS IN - - 2019 2456-5075
poklivs SCIENCE AND TECHNOLOGY
DR S. SANTHANAKRISHNAN, K MEENAKSHI SUNDARARAJAN
105 | SRIDHAR ENGINEERING COLLEGE -
ANALYSIS OF VEINING DEFECT IN SPHEROIDAL INTERNATIONAL JOURNAL OF i i 2019 23951303
GRAPHITE IRON CASTING ENGINEERING AND TECHNIQUES
MEENAKSHI SUNDARARAJAN
106 |DR. S. SANTHANAKRISHNAN, ENGINEERING COLLEGE -
PERFORMANCE ANALYSIS OF PORTABLE WEED TRANSACTIONS ON INNOVATIONS IN i i 2019 2456.5075
CUTTER SCIENCE AND TECHNOLOGY
DR. S. SANTHANAKRISHNAN, K MEENAKSHI SUNDARARAJAN
107 SRIDHAR, ENGINEERING COLLEGE -
EXPERIMENTAL AND INVESTIGATION OF SHELL AND INTERNATIONAL JOURNAL OF i i 2019 23951303
TUBE HEAT EXCHANGER ENGINEERING AND TECHNIQUES
MEENAKSHI SUNDARARAJAN
108 | DR. S. SANTHANAKRISHNAN, ENGINEERING COLLEGE -
DESIGN AND FABRICATION OF MOTORISED SCOTCH INTERNATIONAL JOURNAL OF ~ ~ 2019 2395-1303
YOKE MECHANISM ENGINEERING AND TECHNIQUES
MEENAKSHI SUNDARARAJAN
109 _|R SHANMUGAM ENGINEERING COLLEGE -
DESIGN, FABRICATION AND PERFORMANCE OF PUSH INTERNATIONAL JOURNAL OF
ENGINEERING RESEARCH AND - - 2019 2278-0181
PLANK EQUIPMENT FOR FITNESS EMAN A Yo
MEENAKSHI SUNDARARAJAN
110 |K IYYANAR ENGINEERING COLLEGE -
INTERNATIONAL JOURNAL OF
BI-WHEEL SELF BALANCING ROBOT A olat S - - 2019 2395-1303
MEENAKSHI SUNDARARAJAN
111 P. JAYAGANESH ENGINEERING COLLEGE -
DESIGN AND FABRICATION OF AUTOMATIC ROCKER e L O i i 2019 2278.0181
ARM FEEDING MECHANISM USING COMPRESSED AIR ENANACYEAN
VARUL, DR. S. MEENAKSHI SUNDARARAJAN
112__| SANTHANAKRISHNAN, ENGINEERING COLLEGE -
LEAN MANUFACTURING OF NIMO POWDER FROM | e chiel Ot LG P AP - - 2019 2454-132X
PISTON RINGS PLASMA SPRAY COATING PROCESS oy
MEENAKSHI SUNDARARAJAN
113__|MVADIVEL, ENGINEERING COLLEGE -
INVESTIGATION ON NOVEL BULK SIZE SINGLE CRYSTAL
IOF GLYCINE WITH IONS GROWN BY SOLUTION GROWTH ELSEVIER - - 2019 0167-577X
METHOD FOR PHOTONIC APPLICATION MEENAKSH! SUNDARARAJAN
114 |DR.S. SANTHANAKRISHNAN ENGINEERING COLLEGE -
DESIGN AND FABRICATION OF BUNDS PURGING | INTERNATIONAL RESEARCH JOURNAL OF i i 2019 2395.0056
MACHINE ENGINEERING AND TECHNOLOGY
VARUL, DR. S. MEENAKSHI SUNDARARAJAN
115 SANTHANAKRISHNAN ENGINEERING COLLEGE -
DESIGN AND ANALYSIS OF CLUTCH LINER USING | INTERNATIONAL RESEARCH JOURNAL OF i i 2019 2395.0056

116

K SRIDHAR, DR. S.
SANTHANAKRISHNAN

POLYMER FIBRE

ENGINEERING AND TECHNOLOGY

MEENAKSHI SUNDARARAJAN

ENGINEERING COLLEGE

SR ~

PRINCIPAL
VIEENAKSH! SUNDARARAIAN ENGINEER !
363, ARCOT ROAD, XODAMBA
- CHENMNAI-6Q0

A




SOLAR STILL USING PHASE CHANGE MATERIAL

INTERNATIONAL RESEARCH JOURNAL OF

(PARAFFIN WAX) ENGINEERING AND TECHNOLOGY - - 2019 2396-00%6
V MEGANATHAN, DR §. MEENAKSHI SUNDARARAJAN
117__| SANTHANAKRISHNAN ENGINEERING COLLEGE -
INTERNATIONAL JOURNAL OF
MANUAL HYDRAULIC JACK I TS - - 2019 2395-1303
MEENAKSHI SUNDARARAJAN
118 |R.SHANMUGAM ENGINEERING COLLEGE -
TOPOLOGY OPTIMIZATION OF STEERING KNUCKLE FOR INTERNATIONAL JOURNAL OF i i 2019 23951303
ADDITIVE MANUFACTURING ENGINEERING AND TECHNIQUES
MEENAKSHI SUNDARARAJAN
119 |TORAL ANANDKUMAR ENGINEERING COLLEGE -
DESIGN AND FABRICATION OF SKIVING AND INTERNATIONAL RESEARCH JOURNAL OF i i 2019 23950056
BURNISHING TOOL ENGINEERING AND TECHNOLOGY
MEENAKSHI SUNDARARAJAN
120 R.SHANMUGAM ENGINEERING COLLEGE -
DESIGN AND FABRICATION OF THERMOELECTRIC INTERNATIONAL JOURNAL OF i i 2019 23951303
REFRIGIRATION SYSTEM ENGINEERING AND TECHNIQUES
MEENAKSHI SUNDARARAJAN
121__|R.SHANMUGAM ENGINEERING COLLEGE -
DESIGN OF ARDUINO ENABLED SOLAR POWERED INTERNATIONAL RESEARCH JOURNAL OF ~ ~ 2019 2395-1303
GRASS CUTTER ENGINEERING AND TECHNOLOGY
MEENAKSHI SUNDARARAJAN
122__|TORAL ANANDKUMAR ENGINEERING COLLEGE -
EFFECT OF PILES ON THE DESIGN OF THE RAFT INDIAN GEO TECHNICAL CONFERENCE (6TC 2018 i 2018 i
FOUNDATION -2018-BANGALORE INDIA
123 |DRV.BALAKUMAR - -
NFICE2018
MEANDERING STUDIES ON RIVER VELLAR IN | IT BOMBAY NFICE2018 i 2018 .
TAMILNADU DEPARTMENT OF OCEAN ENGINEERING,
IIT BOMBAY
124 DR.PK SURESH - -
EFFECT OF INTERMEDIARY WEAK LAYER ONTHE | 20TH SEAGC-3RD AGSSEA CONFERENCE | SEAGC-3RD AGSSEA INTERNATIONAL 2018 .
BEHAVIOUR OF PILED RAFT JAKARTHA-INDONESIA 2018 2018
125__|DR.V.BALAKUMAR - -
INCHOE- 2018, INDIAN SOCIETY FOR
STUDIES ON STABILITY OF SEAWALLS OF KARNATAKA | YDRAULICS AND CENTRAL WATER & INCHOE- 18 INTERNATIONAL 2018 .
POWER RESEARCH STATION
126 |DR.PK SURESH - -
BIOMASS GENERATION FROM DOMESTIC WASTE WITH RECENT INNOVATION IN CIVIL
THE HELP OF ALGAL SEQUESTRATION ENGINEERING AND MANAGEMENT RICEM -18 INTERNATIONAL 2018 .
127 |MMALINI GAYATHRI - -
PUBLISHED IN INTERNATIONAL JOURNAL
AN INNOVATIVE EAR BASED RECOGNITION SYSTEM
FOR AUTOMATIC ATTENDANCE MONITORING OF LATEST TRENDS IN ENGINEERING - INTERNATIONAL 2018 2319-3778
TECHNOLOGY
128 B.MONICA JENEFER YES -
FALSE DATA DETECTION AND DYNAMIC SELECTION OF
AGGREGATOR NODES WITH PAIR-WISE KEY INTERNATIONAL JOURNAL OF ADVANCED
ESTABLISHMENT IN HOMOGENEOUS WIRELESS | INTELLIGENCE PARADIGMS 10 (1-2), 83-102 - INTERNATIONAL 2018 1765-0386
SENSOR NETWORKS
129__|DR.M.K.SANDHYA YES -
PUBLISHED IN INTERNATIONAL JOURNAL
WIRELESS SENSOR BASED QUALITATIVE ANALYSIS OF | * oF | ATEST TRENDS IN ENGINEERING - INTERNATIONAL 2018 23193778
POTABLE WATER QUALITY USING IOT
TECHNOLOGY
130 _|B.MONICA JENEFER YES -
PUBLISHED IN INTERNATIONAL JOURNAL
ANINTELLIGENT FIRE DEFECTION AND SURVEILLANGE OF COMPUTER SCIENCE AND - INTERNATIONAL 2018 2348 - 8387
ENGINEERING
131 |C.JERIN MAHIBHA YES -
PUBLISHED IN INTERNATIONAL JOURNAL
SURVEY ON DEEP CONVOLUTIONAL NEURAL
NETWORKS FOR BACKGROUND IMAGE DETECTION OF LATEST TRENDS IN ENGINEERING - INTERNATIONAL 2018 2319-3778
TECHNOLOGY
132 C.JERIN MAHIBHA YES -
PUBLISHED IN INTERNATIONAL JOURNAL
ASURVEY FOR ADAPTIVE EDUCATIONAL SYSTEMS OF LATEST TRENDS IN ENGINEERING - INTERNATIONAL 2018 23193778
USING ARTIFICIAL INTELLIGENCE
TECHNOLOGY
133 | C.JERIN MAHIBHA YES -
-3 A
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FLEXIBLE DATAACCESS CONTROL BASED ONWEB | PUBLISHED IN INTERNATIONAL JOURNAL
BROWSER APPLICATION WITH CDN PEER-TO-PEER OF LATEST TRENDS IN ENGINEERING - INTERNATIONAL 2018 23193778
HYBRID ARCHITECTURE IN CLOUD COMPUTING TECHNOLOGY
134 |R.SRIGOKULAM YES -
" PUBLISHED IN INTERNATIONAL JOURNAL
PREDICTION OF SOCIAL MEDIA L®ER'S MOOD USING OF COMPUTER SCIENCE AND - INTERNATIONAL 2018 2348 - 8387
ENGINEERING
135 | MK.SANDHYA YES -
PUBLISHED IN INTERNATIONAL JOURNAL
REAL-TIME DIABETES MEDICATION RECOMMENDATION | ¢0R ADVANCED RESEARCH TRENDS IN - INTERNATIONAL 2018 2394-3785
ENGINEERING AND TECHNOLOGY
136 |MRNITHYA YES -
AHEALTH DECISION SUPPORT SYSTEM FOR DISEASE | PUBLISHED IN INTERNATIONAL JOURNAL
DIAGNOSIS BASED ON MACHINE LEARNING VIABIG OF COMPUTER SCIENCE AND - INTERNATIONAL 2018 2348 - 8387
ENGINEERING
137 M.SUMITHRA YES -
INTERNATIONAL CONFERENCE ON
RELIABLE SIMULATOR FOR TRANSMISSION OF INFORMATICS & COMPUTING IN i INTERNATIONAL 2018 .
PACKETS IN VARIOUS MODES THROUGH WIRELESS LAN | ENGINEERING SYSTEMS, 21-22 MARCH
2018, S.AENGINEERING COLLEGE
138 |SAARTHI YES -
INTERNATIONAL CONFERENCE ON
AUTOMATION IN CUSTOMER FEEDBACK MANAGEMENT | SCIENCE AND INNOVATIVE ENGINEERING,
SYSTEM WITH SEMANTIC ANALYSIS 1 APRIL 2018, JAWAHAR ENGINEERING ICSIE INTERNATIONAL 2018 .
139__|V.SUNDARI YES -
INTERNATIONAL CONFERENCE ON
IDENTITY BASED ENCRYPTION AND REVOCATION INFORMATICS & COMPUTING IN
TECHNIQUES: A SURVEY ENGINEERING SYSTEWS, 21-22 MARCH ICIcE INTERNATIONAL 2018 .
2018, S.AENGINEERING COLLEGE
140 |DRM.K.SANDHYA YES -
ANDROID BASED PROSPOSIS JULIFLORADETECTION | VAT ONAL CONFERENCE ON REGENT
|AND ELIMINATION SYSTEM USING INTERNET OF THINGS AND COMMUNICATION, 16 MARCH 2018, NCRTIC NATIONAL 2018 -
VELAMMAL ENGINEERING COLLEGE
141 R.SRI GOKULAM YES -
NATIONAL CONFERENCE ON DATA
PEDESTRIAN ATTRIBUTE DETECTION UsING DEgp | SCIENCEAND INTELLIGENT INFORMATION
NG D T oH e, TECHNOLOGY, 6-7 APRIL 2018, NCDSIIT NATIONAL 2018 -
RAJALAKSHMI INSTITUTE OF
142__|B.MONICA JENEFER TECHNOLOGY YES -
NATIONAL CONFERENCE ON EMERGING
PREDICTING EMPLOYEE SUSTAINABLITIY USING TRENDS IN DATA SCIENCE AND
MACHINE LEARNING TECHNOLOGY 14TH MARCH 2018, NCETDST NATIONAL 2018 .
VELAMMAL INSTITUTE OF TECHNOLOGY
143 |MRNITHYA YES -
MODELING AN INGENIOUS VIRTUAL AGENT FOR ARG A
EMULATING CONTENT-BASED CONVERSATION USING | £\ GINEERING SYSTEVS, 21.22 MARGH ICICE INTERNATIONAL 2018 .
2018, S.AENGINEERING COLLEGE
144 |SAARTHI YES -
ANEURO OCR BASED ASSISTIVE SYSTEM FOR TEXT | NATIONAL CORFEREICE O COMPUTING
DETECTION WITH VOl(_;EAIggBPUT FOR VISUALLY FEB 2018, RMK COLLEGE OF ENGINEERING NCCTTB NATIONAL 2018 -
AND TECHNOLOGY
145 S.YAMUNA YES -
INTERNATIONAL CONFERENCE ON
LIVE OBJECT DETECTION USING FAST R-CNN SCIENCE AND INNOVATIVE ENGINEERING,
ALGORITHM 1 APRIL 2018, JAWAHAR ENGINEERING ICSIE INTERNATIONAL 2018 -
146 _|DR.M.K.SANDHYA YES -
PUBLISHED IN INTERNATIONAL JOURNAL
ASURVEY ON DEEP LEARNING ANALYSIS OF OF LATEST TRENDS IN ENGINEERING JLTET INTERNATIONAL 2018 2319-3778
SPECTROPHOTOMETRIC DATA
TECHNOLOGY
147__|V.SUNDARI YES -
NATIONAL CONFERENCE ON COMPUTING
IMPLEMENTATION OF VPN BUILDER USING TECHNOLOGIES TODAYS AND BEYOND, 26
NETWORKING PROTOCOLS FEB 2018, RMK COLLEGE OF ENGINEERING NeeTTs NATIONAL 2018 .
AND TECHNOLOGY
148 |SAARTHI YES -
NATIONAL CONFERENCE ON COMPUTING
TECHNOLOGIES TODAYS AND BEYOND, 26
10T BASED GARBAGE LEVEL MONITORING SYSTEM [ TESHNGLOCIES TODAYS D B o NCCTTB NATIONAL 2018 -
AND TECHNOLOGY
149 V.SUNDARI YES -
NATIONAL CONFERENCE ON DATA
OAUTH ENABLED SECURITY DESK HR MANAGEMENT | SCIENCE AND INTELLIGENT INFORMATION
SYSTEM USING SPRING REST, CLOUD COMPUTING AND TECHNOLOGY, 6-7 APRIL 2018, NCDSIIT NATIONAL 2018 -
RAJALAKSHMI INSTITUTE OF
150__|M.SUMITHRA TECHNOLOGY YES -
I .
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INTERNATIONAL CONFERENCE ON
INFORMATICS COMPUTING IN

ACCIDENT AOIDANGE THROUGH LOCATION AND NOISE
- DETECTION ENGINEERING SYSTEMS, 11 APRIL 2018, ICICES INTERNATIONAL 2018 -
BHARATH UNIVERISITY
151__|RVENKATESH YES -
NATIONAL CONFERENCE ON EMERGING
PILOT ACCREDITATIONTRAINING INFORMATION TRENDS IN DATA SCIENCE AND
- SYSTEM IN ANDROID USING FIREBASE TECHNOLOGY 14TH MARCH 2018, NCETDST NATIONAL 2018 -
VELAMMAL INSTITUTE OF TECHNOLOGY
152__|RVENKATESH YES -
INTERNATIONAL CONFERENCE ON
COMPUTING AND INFORMATION SYSTEMS,
- A SURVEY ON SHARING DATA IN CLOUD 9 MARCH 2018, LOYOLA - ICAM COLLEGE ICCIS INTERNATIONAL 2018 -
OF ENGINERING & TECHNOLOGY
153 | B.MONICA JENEFER YES -
INTERNATIONAL JOURNAL OF ADVANCES
MITIGATION OF SELFISH NODE ATTACKS IN
- o o INAPPLIED SCIENCES, VOL. &, NO.2, JUNE 1JAAS INTERNATIONAL 2018 22528814
2018, PP.162-168
154 DR.M.K.SANDHYA YES -
MEENAKSHI SUNDARARAJAN
INTERNATIONAL ENGINEER
EFFICIENT ADDER DESIGN USING PROPOSED PARITY MATERIALS TODAY PROCEEDINGS COLLEGE/ANNA UNIVERSITY
- PRESERVING BKG REVERSIBLE GATE JOURNAL ELESIVER O haneNeE INTERNATIONAL 2018 2214-7853
155 _|RNIRMALADEVI -
~ ROBOTIC PROCESS AUTOMATION TO IDENTIFY USER NATIONAL CONFERENCE ON NCCl NATIONAL 2018
ACCESS BY SINGLE SIGN-ON IN MULTIPLE SERVERS", COMMUNICATION & INFORMATICS
156 | AKANIMOZHI -
. FLOW INVESTIGATION IN A CONVERGENT- DIVERGENT | INTERNATIONAL JOURNAL OF MODERN 2018 22496645
NOZZLE WITH SPIKE INJECTION SYSTEM ENGINEERING RESEARCH
MEENAKSHI SUNDARARAJAN
157 | M. VADIVEL ENGINEERING COLLEGE -
NATIONAL CONFERENCE ON
AUTOMATIC NODE MCU BASED WASTE SEGREATION ADVANCEMENT IN EMERGING NCAET-19 NATIONAL 2018 -
TECHNOLOGIES
MEENAKSHI SUNDARARAJAN
158 N MEENAKSHI ENGINEERING COLLEGE -
PILES AND PILED RAFT FOUNDATIONS ANALYSES FOR | 19TH INTERNATIONAL CONFERENCE ON
- SURFERS PARADISE , GOLDCOAST SUB-SOIL SOIL MECHANICS AND GEOTECHNICAL ICSMGE -17 INTERNATIONAL 2017 -
CONDITIONS ENGINEERING, SEOUL
159 | DR VBALAKUMAR - -
AN ANALYTICAL STUDY ON THE TYPE OF STUDY & 19TH INTERNATIONAL CONFERENCE ON
- SOFTWARE ON THE PREDICTION OF BEHAVIOUR OF | SOIL MECHANICS AND GEOTECHNICAL ICSMGE -17 INTERNATIONAL 2017 -
PILED RAFT ON SAND ENGINEERING, SEOUL
160 | DR VBALAKUMAR - -
3RD INTERNATIONAL CONFERENCE- IMMM
20 EBOOK
- RIVER TRAINING -A CASE STUDY DESIGN RESEARCH AND CONSTRUCTION IMMM 2017 INTERNATIONAL 2017 |1SBNO781351227544
SUPPORT WATER RESOURCES
161 |DRPK SURESH ORGANIZATION, PWD - TAYLOR & FRANCIS GROUP
E-PROCEEDINGS OF THE 37TH IAHR
WORLD CONGRESS ONLINE ISBNS78-
- MIGRATION OF CHILIKA LAKE MOUTH ORGANIZED By R EONGRESS, IAHR 2017 INTERNATIONAL 2017 P
LAYSIA
162 DR.PK SURESH - SPRINGER, SINGAPORE
PROBLEM SOLVING AND PYTHON i . . . 2017 .
PROGRAMMING
163 | DR.M.K.SANDHYA YES DHANAM PUBLISHERS
PUBLISHED IN THE SPECIAL ISSUE OF AN
- MICRO-SEISMIC ZONATION BASED ON GEOSPATIAL | |NTERNATIONAL JOURNAL OF ADVANCED INTERNATIONAL 2017 2320-0790
DATAUSING GIS TECHNOLOGY COMPUTER TECHNOLOGY - COMPUSOFT.
B.MONICA JENEFER, MK
164 | SANDHYA YES -
NATIONAL CONFERENCE ON TRENDS IN
AREST AP APPROACH TO INTEGRATE PERFORMANCE Cg’gg%'ggg Es?ﬁg'&%’f&%gﬁgg)
- MANAGENENT SYSTEM WITH SERVICE DESK R TS NCTCT'17 NATIONAL 2017 -
ENGINEERING COLLEGE, KODAMBAKKAM
165 | B. MONICA JENEFER ON 17/03/2017 YES .
NATIONAL CONFERENCE ON TRENDS IN
ASURVEY OF NOVEL CENTRALIZED ARCHIVAL O B oo
- SYSTEMS THAT HANDLE LARGE VOLUME OF NCTCT17 NATIONAL 2017 -
MULTIMEDIA DATA CSE, MEENAKSHI SUNDARARAJAN
ENGINEERING COLLEGE, KODAMBAKKAM
166 B. MONICA JENEFER ON 17/03/2017. YES -
NATIONAL CONFERENCE ON INNOVATION
IN INFORMATION AND COMMUNICATION
. FINGERPRINT BASED AUTHENTICATION SYSTEM BASED | TECHNOLOGY'(NCIICT'17) ORGANIZED BY . .
ON INTERNET OF THINGS THE DEPARTMENT OF IT, MEENAKSHI Nenerz NATIONAL 2017
SUNDARARAJAN ENGINEERING COLLEGE,
167__| B. MONICA JENEFER KODAMBAKKAM ON 17/03/2017. YES .

- CHENNANGR0 024




INTERNATIONAL CONFERENCE ON
“CONTEMPORARY ENGINEERING 2017"
A Al R PR VeWONOF | " (ICCET7) ORGANISED BY MADHA ICCET7 INTERNATIONAL 2017 -
: ENGINEERING COLLEGE, CHENNAI ON
168 | MK.SANDHYA 2403N7. YES -
PUBLISHED IN THE SPECIAL ISSUE OF AN
CONTENT ANALYSIS OF T VR DATAFOR DISASTER | |NTERNATIONAL JOURNAL OF ADVANCED - INTERNATIONAL 2016 2320-0790
COMPUTER TECHNOLOGY - COMPUSOFT.
169 | MK.SANDHYA YES -
4TH INTERNATIONAL CONFERENCE ON
SIGNAL PROCESSING, COMMUNICATIONS
COMPUTED TOMOGRAPHY SCAN SIMULATION AND NETWORKING ORGANIZED BY THE
TECHNIQUES: A SURVEY DEPARTMENT OF ELECTRONICS - INTERNATIONAL 2017 1803-7232
ENGINEERING, MIT CAMPUS, ANNA
170 |MK.SANDHYA UNIVERSITY, CHENNAI ON 18/3/2017 vES .
AN EFFICIENT IMPLEMENTATION OF TOWER OF HANOI IEEE INTERNATIONAL
v GRD JOURNAL Azaach INTERNATIONAL 2017 2455-5703
171 M.K.SANDHYA YES -
ESTABLISHING TRUST DESPITE ATTACKS IN CLOUD
Ao PUBLISHED IN IEEE XPLORE AGNICON 2017 INTERNATIONAL 2017 1803-7232
172__|MK.SANDHYA YES -
NATIONAL CONFERENCE ON
“COMPUTATIONAL INTELLIGENCE
SYSTEMS® (NCCIS '17) ORGANIZED BY .
BEACON TECHNOLOGY FOR LIBRARY MANAGEMENT A o eIt NCCIS 17 NATIONAL 2017 2455.5703
ENGINEERING AND TECHNOLOGY,
173 |SAARTHI CHENNAI ON 10/3/17. (RECEIVED THE BEST YES )
NATIONAL CONFERENCE ON “TRENDS IN
ASURVEY ON DEVELOPING A CLIENT-SERVER Ry
ARCHITECTURE TO REPLICATE KIOSK BASED SERVICES NCTCT'17 NATIONAL 2017 -
USING AN ANDROID MOBILE APPLICATION GSE, MEENAKSHI SUNDARARAJAN
ENGINEERING COLLEGE, KODAMBAKKAM
174 |SAARTHI ON 17/03/2017 YES .
o NEFFICIENT INPLEMENTATION OF TE SERIES | M0 0S AN G20 SV ANl GOLLEGE OF | AcNIcON 2017 NATIONAL 2017 -
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ABSTRACT: Now a day, it is a mandate for each
and every person to maintain social distancing and
to reduce people crowds due to the global
pandemic, COVID. Our project brings up a
solution for maintaining social distance and also
automating the manual food ordering system in
college canteens. The aim of this project is to
digitize ordering of foods in the college canteen
and eliminate the waiting time (approximately 5 to
8 minutes) in queues and the human to human
contact. An online food ordering application -
Minimato is specifically developed for college
canteens. The students can browse through multiple
canteens and their menus and orders can be placed
in few clicks. Canteen owners can easily navigate
to the user interface to update the menu and
manage the incoming orders. The order history is
well maintained and can use for future calculation
purpose. This application mainly focuses on
authentication part using JSON Web Tokens on
both canteen accounts and student accounts. The
system also uses Auto Suggestion for displaying
the canteens based on the user input. By
implementing this system the food ordering system
is digitalized and the waiting time and human to
human interaction is reduced.

KEYWORDS: Online Food Ordering Application,
JWT Authentication, Canteen, JSON.

I. INTRODUCTION

During this covid pandemic, it is
necessary for us to minimize the human to human
contact and stay safe. The aim of this project is to
digitize ordering of foods in our college canteen.
This project allows us to achieve this by
eliminating the need to wait in queues and
manually order food at a particular canteen. The
system uses JWT Authentication for secure
transactions and storing server data. Also, the

system uses Multer for image storage and Twilio
for sending text messages for the user. The user can
take-away the food from the canteen.

[1]. JSON Web Token (JWT) is an open
standard (RFC 7519) that defines a compact and
self-contained way for securely transmitting
information between parties as a JSON object. This
information can be verified and trusted because it is
digitally signed. It is an Internet proposed standard
for creating data with optional signature and/or
optional encryption whose payload holds JSON
that asserts some number of claims. The tokens are
signed either using a private secret or a
public/private key.

[2]. Multer is a popular Node.js middle
ware used for handling multi-part / form-data
requests. It makes use of busboy to parse any data
that it received through an HTML form. This
greatly enhances its performance because the
busboy module is unmatched when it comes to
analyzing form data. It provides us control and
flexibility when handling requests - we get detailed
information about each uploaded file, the ability to
add a custom storage engine, validation of files
according to our needs, the ability to set limits on
uploaded files.

[3]. A Twilio Messaging Service is a
messaging application, usually specific to a use-
case or campaign that is powered by a group of
phone numbers that you select based on the needs
of that use-case. It is an API to send and receive
SMS, MMS, and OTT messages globally. Tt uses
intelligent sending features to ensure messages
reliably reach end users wherever they are. We can
enable the messaging service and select phonz
numbers all within the Twilio Console.

[4]. The aim is to digitalize the manual
food ordering system in the college canteens.
Keeping in mind the covid pandemic, bustling
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cal :
nteen can lead to more human to human

interaction. The students have to wait in lone
que_ues. to get their food. Paper work is needed tg
maintain the order history. Also humans are prone
to m.akmg mistakes or errors in managing and
tracking the errors. Every canteen lfeeds an
employee for taking the order and processing the
order and the labor rates are increasing every now
and then. ]

II. METHOD OF STUDY

This paper surveys the journals of recent
years. The main objective is to contemplate
knowledge regarding efficient online food ordering
systems. The surveyed paper focuses on several
works contributed to online food ordering. We
looked at several databases like IEEE.
ResearchGate, IEEE Xplore, and other journals.We
have also considered each article’s references to get
relevant papers.

11I. SYSTEM ARCHITECTURE
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SYSTEM ARCHITECTURE

The student can register and login into the
system and view the available canteens. After the
login, a JWT token is generated for each student,
which is stored in the local system. The student can
view the menu and order food from one of the
listed canteen and he/she can view the cart and
proceed for checkout. The canteens can be
registered using the Canteen login and the menu
can be updated and the incoming orders are
maintained. The system also using Twilio for
sending text messages to the students after the food
is ready.

IV. SYSTEM IMPLEMENTATION

In the system construction, we use PERN
stack for developing the system. The web
application is created using react and for the
backend node js. The database operations are
performed using PostgreSQL. The following are
the modules used in the system and their associated
processes.
A.USER LOGIN/ SIGNUP:

The user can either perform the login or
the signup. The signup option can be used for the
new  users. This module uses the JWT
Authentication for storing the username and
password in the database. It also ensures that the
password is stored in the database in encryp.[ed
form. And also JWT is used for user validation
purpose.

B.SEARCHING THE CANTEEN

The student can search for the canteen that
are available in the list. This module uses Auto
Suggestion. By enabling the auto suggestion, all the
possible canteens are displayed based on the
alphabet typed by the student. :

C. ORDERING FOOD :
The students can go through the food

menu available in different canteens Upon selecting
the canteen, the students can either add or delete
food items to the cart and also view the cart.

D. CHECKOUT
The students can re-view the cart and can

further add or delete food items to the list and
finally proceed for placing the order.
E. CANTEEN LOGIN/ SIGNUP

The canteen manager can either perform
the login or the signup. The signup option can be
used for registering the new canteens. This module
uses the JWT Authentication for storing the
username and password in the database. It also
ensures that the password is stored in the database
in encrypted form. And also JWT is used for
canteen validation purpose.
F. UPDATE MENU

The canteen managers can login and can
update their food menu by adding food items to the
list or deleting food items from the list.

G. INCOMING ORDER

The canteen manager can login into the
business account and maintain the incoming food
orders. The canteen managers can either accept the
order or delete the food order.
H. NOTIFYING THE USER

After the food is processed, the canteen
managers intimate the students that their food is
ready via a text message. Finally, the students make
the payment using cash on delivery method and
collect their food from the respective canteens.
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V. CONCLUSION

A food ordering system has been
developed for college canteens that effectively
reduce the human to human contact. The system
automates the manual food ordering process by
allowing the users to order the food without
physically going to the canteen. Users can create
orders through the web interface. The menus,
canteens. users, and orders can be managed by the
canteen managers. The system effectively reduces
the waiting time, which can be used in a productive
way. Hence this system works towards achicving to
minimize the human contact and the waiting time.

VI. FUTURE ENHANCEMENT

Certain points of improvements on both
technical and aesthetic fronts can be achieved in the
future. An additional functionality of food
recommendation system can be incorporated in the
system. This would display the canteens based on
the user’s choice and interest. The payment system
used in this system can be updated to an online
mode payment. Lastly, based on the feedback from
the user, the canteen ratings can be improved. Such
enhancements and more are possibly to be
implemented to make the system better and give a
more intuitive experience to the user.

VILACKNOWLEDGEMENT

Our primary and sincere thanks go to our
pillar of support Dr. B. Monica Jenefer, Head of the
Department, Department of Computer Science and
Engineering, Meenakshi Sundararajan Engineering
College for her profound inspiration. kind
cooperation and guidance. We would like to thank
our Professor Dr. M. K. Sandhya for her invaluable
words of encouragement and guidance.

(4].

[5).

[6].

ances in_Engineering and Management (IJAEM)
Pp: 1054-1056 www.ijaem.net 1SSN: 2395-5252

REFERENCES

Liyanage V, Ekanayake A, Premasiri H,
Munasinghe P, Thelijjagoda, (2018), “Foody
- Smart Restaurant Management and
Ordering System”,  IEEE Region 10
Humanitarian Technology Conference, IEEE
2018, 10.1109/R10-HTC.2018.8629855.

Varsha Chavan, Priya Jadhav, Snehal
Korade, Priyanka Teli,  (2015),
“Implementing Customizable Online Food
Ordering System Using Web Based

Application™, International Journal of
Innovative Science, Engineering
Technology, JISET 2015,

http://ijiset.com/vol2/v2s4/IJISET_V2 14 1
12.pdf.

Kirti Bhandge, Tejas Shinde, Dheeraj Ingale,
Neeraj Solanki, Reshma Totare, (2015), A
Proposed System for Touchpad Based Food
Ordering System Using Android
Application”, International Journal of
Advanced Research in Computer Science
Technology, IJARCST 2015.

Domokos C E, Sera B, Simon K, Kovacs L,
Szakacs T B, (2018), “Netfood: A Software
System for Food Ordering and Delivery™,
IEEE 16th International Symposium on
Intelligent Systems and Informatics (SISY),
IEEE 2018, 10.1109/SISY.2018.8524854.
Trupthi B, Rakshitha Raj R, J B Akshaya,
Srilaxmi C P, (2019), “Online Food
Ordering System™, International Journal of
Recent Technology and Engineering, IRJET
2019,
https://www.irjet.net/archives/V5/i6/IRJET-
V51679.pdf.

Mayur D. Jakhete, Piyush C. Mankar,
(2015),  “Implementation  of  Smart
Restaurant with e-menu Card”, International
Journal of Computer Applications, [ISER
2015,
hitps://www.ijser.org/researchpaper/IMPLE
MENTION-OF-SMART-RESTAURANT-
WITH-E-MENU-CARD.pdf.

DOI: 10.35629/5252-030610541056 Impact Factor value 7.429 | 1SO 9001: 2008 Certified Journal Page 3



ISSN 2229-5518

CERTIFICATE OF ACCEPTANCE

International Journal of Scientific & Engineering Research
(USER)

THIS IS TO CERTIFY THAT OUR REVIEW BOARD HAS ACCEPTED RESEARCH PAPER OF

Mrs. CJERIN MAHIBHA

FACE MASK DETECTION AND RECOGNITION BASED ATTENDANCE
SYSTEM USING DEEP LEARNING

May 26,2021
Visit us at: www.ijser.org

Editor in Chief




FACE MASK DETECTION AND RECOGNITION BASED
ATTENDANCE SYSTEM USING DEEP LEARNING

Mrs. C JERIN MAHIBHA
Assistant Professor,Dept. of Computer Science and Engineering
Meenakshi Sundararajan Engineering College
Chennai, India jerinmahibha.msec@gmail.com

RAJESH KUMAR C
Dept. of Computer Science and Engineering
Meenakshi Sundararajan Engineering College
Chennai, India
kumarsep$@gmail.com

Abstract The face is one of the easiest ways to
distinguish the individual identity of each other. Face
recognition is a personal identification system that
uses personal characteristics of a person to identify
the person's identity. After the breakout of the
worldwide pandemic COVID-19, face mask being the
primary one to protect ourselves. The corona virus
COVID-19 pandemic is causing a global health crisis
so the effective protection method is wearing a face
mask in public areas according to the World Health
Organization (WHO). The COVID-19 pandemic
forced governments across the world to impose
lockdowns to prevent virus transmissions. Reports
indicate that wearing facemasks while at work clearly
reduces the risk of transmission. An efficient and
economic approach of using Al to create a safe
environment in a manufacturing setup. A hybrid
model using deep and classical machine learning for
face mask detection has been presented. A face mask
detection dataset consists of images such as with mask
and without mask, by using OpenCV for real-time
face detection from a live stream via our webcam.
The face mask recognition dataset consists of images
of a person with a mask. The dataset to build a
COVID-19 face mask detector with computer vision
using Python, OpenCV, and TensorFlow and Keras.
After detecting and recognizing the person, the
attendance is generated.

Key Words: Deep Learning, OpenCV, Tensorflow,
Keras, CNN.

. INTRODUCTION

Face recognition is the task of identifying an already
detected object as a known or unknown face. Often the
problem of face recognition is confused with the problem of
face detection. Face Recognition on the other hand is to
decide if the "face” is someone known, or unknown, using for
this purpose a database of faces in order to validate this input
face.

The trend of wearing face masks in public is rising
due to the COVID- 19 corona virus epidemic all over the
world. Before Covid-19, People used to wear masks to

ARULBALAN A
Dept. of Computer Science and Engineering
Meenakshi Sundararajan Engineering College
Chennai, India
arulbalan84@gmail.com

protect their health from air pollution. While other people are
self-conscious about their looks, they hide their emotions
from the public by hiding their faces. Scientists proofed that
wearing face masks works on impeding COVID-19
transmission. COVID19 (known as corona virus) is the latest
epidemic virus that hit the human health in the last century.
In 2020, the rapid spreading of COVID-19 has forced the
World Health Organization to declare COVID- 19 as a global
pandemic. More than five million cases were infected by
COVID-19 in less than 6 months across 188 countries. The
virus spreads through close contact and in crowded and
overcrowded areas. The corona virus epidemic has given rise

to an extraordinary degree of worldwide scientific
cooperation,

Artificial Intelligence (AI) based on Machine
learning and Deep Learning can help to fight Covid-19 in
many ways. The provision of healthcare needs funding for
emerging technology such as artificial intelligence, loT, big
data and machine learning to tackle and predict new diseases.
In order to better understand infection rates and to trace and
quickly detect infections, the Al's power is being exploited
to address the Covid-19 pandemic. People are forced by laws
to wear face masks in public in many countries. These rules
and laws were developed as an action to the exponential
growth in cases and deaths in many areas. However, the
process of monitoring large groups of people is becoming
more difficult.

The monitoring process involves the detection of
anyone who is not wearing a face mask. Here we introduce a
mask face detection model that is based on computer vision
and deep learning. The proposed model can be integrated
with web camera to impede the COVID-19 transmission by
allowing the detection and recognition of people who are
wearing masks or not wearing face masks. After recognize
the person, the attendance is generated for that person. The
model is integration between deep learning and classical
machine learning techniques with OpenCV, tensor flow and
keras. We have used deep transfer learning for feature
extractions and combined it with three classical machine
learning algorithms.



. RELATED WORKS

. TENSORFLOW

TensorFlow is an end-to-end open-source platform for
machine learning and software library for dataflow and
differentiable programming across a range of tasks. It is a
symbolic math library, and is also use for machine l‘eamin
applications such as neural networks, It has ac ;

: omprehensive,
flexible ecosystem of tools, ’

libraries and community
resources that lets researchers push the state-of-the-art in ML
and developers easily build and deploy ML powered
applications.

B. KERAS:

Keras is an API designed for human beings, not machines.
Keras follows best practices for reducing cognitive load: it
offers consistent & simple APIs, it minimizes the number of
user actions required for common use cases, and it provides
clear & actionable error messages. . Keras contains numerous
implementations of commonly used neural network building
blocks such as layers, objectives, activation functions,
optimizers, and a host of tools to make working with image
and text data easier to simplify the coding necessary for
writing deep neural network code.

C. OPENCY:

OpenCV (Open-Source Computer Vision Library) is an
open-source computer vision and machine learning software
library. OpenCV was built to provide a common
infrastructure for computer vision applications and to
accelerate the use of machine perception in the commercial
products. These algorithms can be used to detect and
recognize faces, identify objects, classify human actions in
videos, track camera movements, track moving objects,
extract 3D models of objects, produce 3D point clouds from
stereo cameras, stitch images together to produce a high
resolution image of an entire scene, find similar images from
an image database, remove red eyes from images taken using
flash, follow eye movements, recognize scenery and establish
markers to overlay it with augmented reality, etc.

D. CONVOLUTIONAL NEURAL NETWORK:

CNN is a Deep Learning Algorithm that takes images as
an input, gives importance to certain features in image and
creates differences among various objects in an image from
each other. CNN is been inspired due to connectivity pattern
of human nervous system. They are built of neurons along
biases and learnable weights. Multiple inputs are accepted by
each neuron, weighted sum of all inputs is directed for an
activation function resulting in the output. Basically,
convolution is sliding filter on an image and taking dot
product along its way while sliding. Therefore, results a scalar
quantity. We take input as tensor in CNN which is
multidimensional matrix of a number. Convolution layers
over tensor input are the major building blocks in CNN.
Every layer depends on an unconstrained filter which is
achieved by convolution of filter with image. Filters are

arbitrary initialized. we make them our parameters by training
the network multiple times. In initial layers the filter depicts
some basic level of features like colours, edges, gradients etc.
While going deep in Convolution layers we sort out high level
of features that gives us a system having complete knowledge
of the image.

. SYSTEM ARCHITECTURE
In this system, the dataset is loaded to check for
cleanliness and validation, and visualize the dataset for better
understanding of the patterns and to find anomalies that
increase the data values in analysis. The splitting of dataset is
an essential step in training any of the systems.

Image Acquisibon
Stored Imapas
Student
Image processing
[ee=dmmee=mcccssmcccecencccccannnnanan-
1
: Pre-processng [—> Face detection Face recognibion
1
Y B '
Marking Aftendance
in database

Fig 1. Architecture face recognition system

The architecture explains how the data and
workflow throughout the system. The image of a student is
sent to the system. The system starts the work of pre-
processing the image that helps the input image to fit in our
model. After pre-processing the image, the feature has been
extracted using CNN. Using the trained model for face mask
detection, it starts to detect the image where the mask is
present or not. If the mask is present in the image, the person
will be recognized using face recognition trained model. The
pre-trained images of both face mask detection and
recognition have been stored in the database. Finally, the
attendance is generated to the face mask recognized person.

IV.  SYSTEM IMPLEMENTATION
A. FEATURE EXTRACTION:

Feature extraction is a part of the dimensionality
reduction process, in which, an initial set of the raw data is
divided and reduced to more manageable groups. So, Feature
extraction helps to get the best feature from those big data
sets by select and combine variables into features, thus,
effectively reducing the amount of data we have three
Matrices or the channels Red, Green and Blue. So, in these
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B. PRE-PROCESSING:

Convcn?ﬁ(cﬂr:\;c (113;::?::15 (l:.:c:nl:Thni(‘luc that is used to

i set. In other words
whenever the data is gathered from different sources it is:
collected inlraw format which is not feasible for the an;ﬂysis:
Pre-processing refers to the transformations applied to 01;r'
df\ta before feeding it to the algorithm. In this system, the
dimensions of the image are 28 x 28. But the input imagc' can
be .diffcrent size. So, in this case, the image is read and can
resized into 28 x 28 dimension. Sometimes, the images can
be rotated and can be dark or light image. In this case, the
image is need to be straighten and normalization.

C. TRAINING:

Deep learning neural networks learn a mapping
function from inputs to outputs. This is achieved by updating
the weights of the network in response to the errors the model
makes on the training dataset. Updates are made to
continually reduce this error until either a good enough model
is found or the learning process gets stuck and stops. The
process of training neural networks is the most challenging
part of using the technique in general and is by far the most
time consuming, both in terms of effort required to configure
the process and computational complexity required to
execute the process. Unlike other machine learning
algorithms, the parameters of a neural network must be found
by solving a non-convex optimization problem with many
good solutions and many misleadingly good solutions. H5 is
a file format to store structured data, it's not a model by itself.
Keras saves models in this format as it can easily store the
weights and model configuration in a single file.
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Fig 2. Training Model

D, FACE MASK DETECTION:

The system classifies the dataset in two classes
(with/without ~ mask), ~ Using  another neural  net
(MobileNetV2) to develop the model to detects the face with
mask. Scores for the image from 0 to | signifying the
probability of a face wearing a mask. The pre-trained face
detection model seems to work great for his case, and it
detects faces even when they are partially covered by masks.
As there was no pre-trained classifier to distinguish faces
with and without masks. The collection of datasets available
in the internet (Kaggle) with nearly ~1600 images in a very
clever and effective way. The dataset with regular faces in the
presence of masks to the images. By using the h5trained
model, the system will detect the image with mask or without

mask.
E. FACE MASK RECOGNITION:

Face classifier is essential part of this paper and
presents our contribution to masked face recognition. Deep
learning is one of the most novel ways to improve face
recognition technology. The idea is to extract face
embeddings from images with faces. Such facial embeddings
will be unique for different faces. The ultimate task is finding
the unique features in added to the mask in face. So, this
process works in the way of classification. It means classify
the people as classes. A masked face classifier was built on
feature extractor of CNN. In this paper, each person is
considered as one class and each class having the images of

that person.
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Fig 4. Final result



CONCLUSION AND FUTURE WORK
As the technology is blooming with emerging
uds, the avuilabllnyl of technology which failed to
/-cognize the person with mask. $o. the nc?vcl face mask
v"(;crccwrs and recognizer can pos:slbly contribute to public
‘heallhcarc. The architecture consists of Mobile Net ag the
packbone mask detector, it can be used for high and low
computation scenarios. In this project OpenCV, tensor flow,
keras, and CNN were used to recognize the people who worn
face masks. The models were tested with images. After
detecting the face mask, the algorithm contributes to
recognize or identify the person. The backbone of this
algorithm is CNN. It plays a vital role to classify the persons

belonging to different classes. It aims to generate attendance
to mask worn people.

However, in the future, further enhancements are
expected to be made, such as live automate this process as

web application or an android application with user friendly
environment.
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ABSTRACT.  General  contractors play  an
important  role in the
Determining

success  of construction
the most  appropnate
contractor for a construchion project 1s a highly
cnitical ssue Selecting the night contractor for the
right job can sigmificantly influence the overall
project performance. Traditional sclection process
like bidding will lead to mappropriate sclections
Therefore we propose an Android apphication for
the user to find the contractor who can sausfy the
budget constrants as well as other critena. Top
ranked contractor will be recommended to the user
using data miming concepts. Offloading technique
15 done to store the user database and contractor
database n the cloud databasc. OLAP(On-Line
Analytical Processing) Cluster Algorithm 1s used
for recommending the contractor in the ranking
manner. Feedback from the user 1s also collected in
this android application by ranking process. So that
it will be useful in the future recommendation for
the user to find his most suitable contractor who
can satisfy the user with budget constraints and his
other criteria

Keywords:datamining, bigdata,
OnlineAnalyticalClusterAlgorithm (OLAP), user,
builder.

projects

I. INTRODUCTION

A budget constraint refers to all the
combination of goods and services that can be
purchased by a consumer with his or her income at
their given prices. The concepts of a preference
map and a budget constraint is used by the
consumer theory for analyzing consumer choices
Consumer behavior is considered a maximization
problem,which means that a consumer utilizes the
most of his himited resources for maximizing his
utility. Budget 1s the only thing that limits the
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consumption of a consumer as the demand of
consumer 1s insatiable and with quantity the utility
function grows. An individual consumer should
make the choice of consuming goods at the point in
which the ndifference curve which is most
preferred on the preference map is tangent to the
budget constraint. It means that the tangency of the
indifference curve to the budget constraint shows
the maximum utility that can be obtained by
making use of the consumer’s entire budget.

The point of tangency represents the
combination of goods a consumer should purchase
in order to utilize the budget fully 1o get maximum
utility. A line that joins all tangent points between
the ndifference curve and budget constraint is
known as expansion path,

IT RELATED WORKS

A . ANDROID

Android is a mobile operating system
(OS) based on the Linux kernel and currently
developed by Google. With a user interface based
on dircct manipulation, Android is designed
primarily for touchscreen mobile devices such as
smartphones and tablet computers, with specialized
user interfaces for televisions (Android TV), cars
(Android Auto), and wrist watches (Android
Wear). The OS uses touch inputs that loosely
correspond to real-world actions, like swiping,
tapping, pinching, and reverse pinching to
manipulate on-screen objects and a virtual
keyboard. Despite being primarily designed for
touchscreen input, it also has been used in game
consoles, digital cameras, and other electronics.
B.DATA MINING

Data mining is a process used by
companies to turn raw data into useful information.
By using software to look for patterns in large

B e
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baches of data, businesses can learn more about
their customers to develop more effective
marketing strategies, increase sales and decrease
costs. Data mining depends on effective, data
collection, warehousing, and computer processing.

IIT. LITERATURE SURVEY
Gokhan Arslan, Taylor, Francis(2012)Web-
based contractor evaluation system for mass-
housing projects in Turkey.In : Journal of Civil
Engineering and Management.

The main objective of developing WEB-
CONTEST is to facilitate the General contractors
selection process in construction projects of Public
Housing Development Administration. In addition,
it aims to minimize the problems that may occur in
traditional selection processes. The aim of this
survey is to examine the relative weights of the
criteria that have been using by this owner in the
construction contractor selection process. Then, a
web-based contractor evaluation system called
WEB-CONTEST by which the contractors can be
evaluated based on a combined criterion  is
presented.

Using this system, the construction owner
can select the most appropriate General contractors
for the relevant projects, speed up the selection
process and gain the advantage of saving time and
cost during the bidding process.

In this method, the lowest level of criteria
in the hierarchy is named as attributes instead of
sub-criteria. Decision-makers are asked to rank
each of the attributes, assigning the first ranked
attribute to a score of 100 and the others a value
between 0 and 100 depicting their ranked
relationships Then the performance values with
relative weights for all attributes are determined
and a utility value for each alternative is calculated.

M. C. B. Araiijo, L. H. Alencar, C. M. M.
Mota,Contractor Selection in Construction
Industry: A Multicriteria Model.In
Proceedings of the 2015 IEEE IEEM

Contractor selection is a strategic question
for the construction industry since the suppliers
have an important role in projects performance.
Two essential issues in this process are the choice
of adequate criteria and methods of supplier's
evaluation. Therefore, this paper applies a model
for contractor selection in the construction industry.
Normally, this selection is considering a group
decision problem, since various departments are
influenced for this choice and its managers
participate of the process. Moreover, this paper
focuses on the situation in which the company
wants to select a set of contractors, maximizing the

use of resources according with the constraints
imposed. In this context, the model utilized
considers the interaction between a Group Decision
and an Integer Programming methods. Afterward,
it was made a numerical application of the model.
The criteria used in this simulation were identified
from a literature review in papers related to the
supplier's selection in the construction industry.
R. M. Melol , D. D. Medeiros2 , A. T. de
Almeida2,Selection and Ranking of
Improvement Approaches in Construction
Companies: SMARTS MethodIn : proceedings
of 2011 IEEE IEEM

There are various ways, related to quality
methods, tools and standards, to improve
production processes. The aim of this paper is to
present a multicriteria decision model for selecting
and ranking these alternatives taking into account
Quality, Environment and Sustainability, and
Safety. The paper proposes a multicriteria decision
model based in SMARTS (Simple Multi-attribute
RatingTechnique) method. A study case in the
context of construction companies illustrates the
use of the model. The definition of the criteria and
their evaluation was conducted based on interviews
with experts in construction companics. One of the
differentials of this model is the structure designed
for a quality program planning decision
making.Also, it lays on its use of an alternative set
of fragmented improvements. These alternatives
were combined together with some restrictions so
that they became a new global set of alternatives.

The extensive research on quality
management (QM) indicates that the ultimate goal
of QM is to establish a management system and an
organizational culture that ensures customer
satisfaction and continuous improvement. Thus, the
objective of this study is to build a model that
facilitates the choice and sequencing of
implementing improvement alternatives directed to
Quality, Safety, Sustainability and Rationalization
in construction companies. Thereafter, modeling
was performed using a Multi criteria Decision
Support approach. Two applications ~ were
conducted with two decision-makers to illustrate
the use of the model. The first is the director of the
construction company A and the second is a project
manager for construction company C. These two
applications were performed using SMARTS.

Sowndarya Sundar_, Jaya Prakash Champatiy,
and Ben Liang Multi-user Task Offloading to
HeterogeneousProcessors with Communication

Delayand Budget Constraints
Task scheduling and offloading in a cloud

computing system with multiple users where tasks
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have different processing times, release times
communication times, and weights. Each-uscr ma\:
schcdulc. a task locally or offload it 10 a shared
clqud with heterogeneous processors by pai.‘ing a
price for the resource usage. We consider four
different models in this paper:

( l) zerolask release and communication times.

(1) non-zero task release times and zero

communication times,

(i) non-zero  task release times and fixed

- communication times,

(iv) non-zero task release times and sequence-
dependent communication times.

Our work aims at identifying a task
scheduling decision that minimizes the weighted
sum completion time of all tasks, while satisfying
the users’ budget constraints. We propose zn
efficient solution framework for this NP-hard
problem. As a first step, we use a relaxation and a
rounding technique to obtain an integer solution
that is a constant factor approximation to the
minimum weighted sum completion time. This
solution violates the budget constraints, but the
average budget violation decreases as the number
of users increases. Thus, we develop a scalable
algorithm termed Single-Task Unload for Budget
Resolution (STUBR), which resolves budget
violations and orders the tasks to obtain robust
solutions. We prove performance bounds for the
rounded solution as well as for the budget-resolved
solution, for all four models considered. Via
extensive trace-driven simulation for both chess
and compute-intensive applications, we observe
that STUBR exhibits robust performance under
practical scenarios and outperforms existing
alternatives. We also use simulation to study the
scalability of STUBR algorithm as the number of
tasks and the number of users in the system
increases.

Tong Liul, Anuradha Mathranil ,
Jasper Mbachu2, Hunting the Popular
Construction Apps,In : proceedings of 2016 3rd
Asia-Pacific World Congress on Computer
Science and Engineering

Mobile computing offers several benefits
which could help construction workers improve
efficiency and productivity. However, the uptake of
the technology is quite low in the industry, with
little research on key constraint factors and the
priority needs of the construction workforce. This
study aimed to achieve three key objectives:
1) to identify the smartphone operating systems
used by construction workers;

2) to sdentify barmers to greater uptake of mobile
app technology n New Zealand Construction
Industry:

3) to determine the popularity of construction 3pps
and therr key features. Through interview -based
exploratory survey method, feedback recer ed from
members of the Registered Master Builders
Association of New Zealand was analyzed using
content analysis and descriptive Statistics methods
Six factors were found to constrain the uptake of
mobile apps i the industry, the most influential
being cost of sofrware and licensing. Findings mn
relation to the popular apps 2nd their key features
showed that PlanGnd - a cloud-based project
collaboration and management system - was the
most popular with a rating of 5/5 Others included
JobFlex - an estimating and tendering software,
Procore — used for project management, and
SmartBidNet used for bid management. The
findings could help app developers understand the
specific needs of construction workers, and
improve wider uptake of mobile apps m the
industry.

PollaphatNitithamyong, MirosClaw J.
Skibniewski(2004),Web-based
constructionproject management systems: how
to make themSuccessful?, In : Automation in
Construction

This paper describes research conducted at
Purdue University on the identification of factors
determining success or fallure of web-based
construction  project  management  Systems,
particularly through the use of application service
providers utilized by construction firms without in-
house expertise to develop such systems for
exclusive company use. The construction industry
is fragmented due to themany stakeholders and
phases involved in 2 constructionproject. This
fragmentation has led to welldocumented problems
with communication and informationprocessing
and has contributed to the proliferationof
adversarial relationships between the partiesto a
project. This fragmentation 1s also often seen asone
of the major contributors to low productivity
inconstruction.Information Technology (IT) 1s now
routinely usedin the construction industry as a tool
to reduce someof the problems generated by
fragmentation. The useof IT improves coordination
and collaboration betweenfirms participating in a
construction project,leading to better
communication practices.

Its benefitsinclude an increase in the
quality of documents andthe speed of the work,
better financial control andcommunications, and
simpler and faster access to common data as well
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asa dccrgasc in documentation errors, IT spending
in Archtt_ccmm Engineering / Construction
(A/E/C) firms has increased significantly during
the past few years , indicating that A/E/C firms are
increasing their interests in [T applications to
facilitate construction projects.

IV. PROPOSED SYSTEM

In the existing system, we have seen out
online banking via personal computers and mobile
apps on cell phones has made banking more
convenient and accessible 24 hours a day. More
preparation is necessary for the early stages of
design.The architect is likely to be more restricted
in his method of working The designers may have
some limitation in their work style. The owner has
the sole power to decide what type of contract
&delivery method should be used for a specific
facility to be constructed and to set forth the terms
in a contractual agreement. And as a principle to
manage the project cffectively we should first
manage the contracts. While construction contracts
serves as a means of pricing construction, they also
structure the allocation of risk to the various parties
involved. Critics say that the lack of competitive
bidding by the design build process points to its
greatest flaw in serving the interest of the client. By
the mere fact of the design build method
contracting with a single source appointment, by
default eliminates the traditional competitive
bidding component from the process. The nature of
the design build method is a best value approach
instead of a competitive bid solicitation approach.
Owners face the same sacrifice decisions in the
design-bid-build method, although at a greater
expense when plans are completed before they
discover these factors.
o It will handle with single source responsibility.
¢ Reduced cost and time Savings.
o Builders have maintained optimum project

efficiency.
o User can know the value of builders depends
upon the specification.

¢ Greater Owner Project Control.

V. MODULES DESCRIPTION

CHECKING INTERNET CONNECTIVITY

First, check that mobile data is turned on
and you have a dataconnection. Open your
Settings app "Wireless and Networks” or
"Connections” Mobile data or Cellular data. On
some devices, you may need to select "Data usage”
before you see this. Turn mobile data on.

AUTHENTICATION AND AUTHORIZATION
o Authentication
Authentication is  the  process. gf

determining whether somecone or something is, n
fact, who or what it declares itsell to be.
Authentication technology provides access control
for systems by checking to sce if a user's
credentials match the credentials in a database of
authorized users or in a data authentication server.

Users are usually identified with a user ID,
and authentication is accomplished when the user
provides a credential, for example, a password, that
matches that user ID. Most users are most familiar
with using a password, which, as a piece of
information that should be known only to the user,
is called a knowledge authentication factor.

e Authorization

Authorization is the process of giving
someone permission to do or have something. In
multi-user  computer  systems, a  system
administrator defines for the system which users
are allowed accessto the system and what
privileges of use (such as access to which file
directories, hours of access, amount of allocated
storage space, and so forth).

Assuming that someonc has logged in to a
computer operating __system or application,  the
system or application may want to identify what
resources the user can be given during this session.
Thus, authorization is sometimes seen as both the
preliminary setting up of permissions by a system
administrator and the actual checking of the
permission values that have been set up when a
user is getting access.

ADMIN

Admin can view all the user and user
details they only have access to have scen the
details. They will maintain the overall data with the
most secure and immediate response will be
passing to the end-users. They have to analyze the
product confirmation once the user is given a
request for the sale.

USER

The modules provide the user details. If
the user new to the application means they want to
register to this application after they can access this
application easily. The user can register the details
with proper validation and all the fields will be
required for the registration process. Users can see
the builders as per their requirements and it will be
make more useful for the builders selection . They
can see about builders details with the complete
specification as per the user needs and they can
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BUILDERS

The modules provide the builder details.
If the user new to the application means they want
to.reglster to this application after they can access
this ‘application easily. The user can register the
details with proper validation and all the fields will
be required for the registration process. Builders
can add the design and their specification of
budgets constraints for the user reference. Builders
can edit the profile with proper validation and they
can update the profile then email id and name will
be constant. They can see the request list,
construction status for their reference after that they
will give status about the construction to the
respective users for their reference.

BUDGET CONSTRAINTS

These modules provide information about
the Budget constraints details for the indivually
users. Even before you enter the planning phase,
address areas where your project could face
changes at any point in the process. Since many
project managers out there attribute their going
over-budget to changes that occur along the way,
hash out some potential scenarios first. The user
can see the budget according to their user
specification it get compare with all the builders.

RANKING RANGE

These modules provide the builders
ranking information with the full specification of
the projects. The builders ranking will be evaluated
with rate, place, experience, specifications and
projects. So the user can easily preferred the

builders with the following details and it will be
shown in the first its makes decision for user easily
and it will be get clearance about builders value.

STORAGE

This module gives the information about
the storage for the entire application.It will be get
secured and maintained by the admin. Because
nowadays in the current world data loss is
happened frequently through the location or email
id. So we secured the data with high credential and
it makes more security levels for the user details.
The data storage will have happened with split up
and no chance for the data traffic also it will get a
response immediately.

VI. SYSTEM ARCHITECTURE

This model of android application is used
to find the most suitable contractor who will be
able to satisfy the budget constraints of the user. In
this Architecture diagram we understand that the
user and the contractor will have separate login
credentials, and they can also register accordingly.
When the user and contractor registers the dataset
of the user which consists of the budget constraints
and the details of the user are gets offloaded to
cloud database.Similarly, the details of the
constractors are also gets offloaded to the cloud
database. These databases are stored in
phpmyadmin server and the admin also has the
separate login to view the status of the application
uses. When the user request and search for the
builders who can satisfy the budget constraints the
request will send to the phpmyadmin server. Then
datamining is done in the datawarchouse using
OLAP (Online Analytical Processing) Cluster
Algorithms the top ranked and low budget builders
arelisted accordingly. After completion of the
project, the user can rank the contractor for future
processing.

eeee————————————————————————
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VII. SYSTEM IMPLEMENTATION

In the system construction we used java
as front end , backend as mysql and servers as
php .It has 3 module that is user,builder and
admin .In user first he/she want to register
themselves by creating new account after that login
can be done . In user login we can see the builders
details and can edit the details and also see the
status of builders

In builders login he can login and add the
design architecture in how many day he would

complete the project .In admin login we can
wae 3 9

s¢C

both the user login and builder login all these
information are storcd in the database .It will
retriecve and give the information when it 1is
required.

A CREATE USER ACCOUNT

In user first he/she want to register
themsclves by creating new account after that login
can be done . In user login we can see the builders
details and can edit the details and also see the
status of builders.

- NP AN LA R

Create Account

[reeye—

haripriya

chennaf

PLGZIGIGRO9

Toreaed by

hpgmaill.com

L

han@123

CREATE A ACCOUNT...

B .CREATE BUILDER ACCOUNT

In builders login he can login and add the
design architecture in how many day he would
complete the project with the help of how many

workers , how many days ,how much sq ft and also
he can Update the status to the uscr about the
completion work.
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VIII. CONCLUSION AND FUTURE
WORK

In this application, we have multi-user
computational offloading problem, for a system
consisting of a finite-capacity cloud with
heterogencous  processors. The offloaded  tasks
incur monetary cost for the cloud resource usage
and each user has a budget constraint. We have
formulated  the  problem  of  weighted-
sumcompletion-time minimization subject to the
user budget constraints. We have formulated a
problem to minimize the weighted sum completion
time subject to the user budget constraints. The
proposed algorithm relaxes, rounds, and resolves
budget violations, and it sorts the tasks to obtain an
effective solution. We have also obtained
interesting performance bounds for both the
underlying rounded solution and the budget-
resolved solution for different release-time and
communication-time models. Through simulation
using realworld application traces, we have
observed by scalable and substantially outperform

vances in Ep
2021, pp: 1076-

gineering and Management (IJAEM)

1083 www.ijaem.net  1SSN: 2395.5252

" HO _AMD Al S W

the existing alternatives especially for larger
systems. A possible future research direction is to
account for explicit task dependencies in the
formulation. Additionally, the consideration of
multiple types of computing resource in task
scheduling is a challenging but important problem
and additionally, we may consider different pricing
and budget schemes as an extension to the linear
scheme considered in this application with the
better user interface and feels free to users.
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{bstract— Contamination is  a huge problemin the
recycling industry that can be mitigated with automated waste
sorting and classification. The objective of this project is to
capture images of a single waste material and cffectively
identify and segregate it into five classes viz. Metal, glass,
paper, cardboard and plastic. The model used for the project
is Convolutional Neural Network (CNN), a Machine Learning
algorithm. This system will ensure cffective automated waste
management and will speed up the process of segregation
without any human intervention. Image segmentation and
classification is more and more being of interest for computer
vision and machine learning researchers. Many systems on the
rise need accurate and cfficient segmentation and recognition
mechanisms. This demand coincides with the increase of
computational capabilities of modern computer architectures
and more effective algorithms for image recognition. The use
of Convolutional Neural Networks (CNN) for the image
classification and recognition allows building systems (hat
enable automation in many industries. This project presents a
system for classifying Biodegradable and Non-Biodegradable
waste, using CNN. The problem of segregation of renewable
waste is a big challenge for many countries around the world.
Apart from segregating waste using human hands, there are
several methods for automatic segregation. The project
proposes a system for classifying waste with the following
classes: Metal, glass, paper. cardboard and plastic. The
obtained results show that automatic waste classification, using
image processing and artificial intelligence methods, allows
building effective systems that operate in the real world.

Keywords—CNN, VGG16, Waste Segregation
| INTRODUCTION

Sorting of materials is part of the municipal waste
management necessary in the recycling process. The manual
sorting process 1s tedious and expensive, which 1 why you
need to create automated sorting techniques to improve
recycling efficiency. An important element of the whole
process is the preliminary division of waste into various
groups of matenials, followed by detailed segregation The
disposal of plastic waste is the most important problem in
environmental protection. The project proposes a method for
the automatic segregation of plastic as well as other Non-
Biodegradable and Biodegradable wastes using single image
input (Convolutional Neural Networks).
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The content of this paper 1s divided into five sections
In the first section, the background is introduced along with the
motivation and purpose of this paper In the second section, the
technology and documents that are related 1o this paper are
mentioned. In the third section, the structure of the system built
in this paper is explained. In the fourth section, the construction

of the system is presented in detail In the last section

conclusions are made along with future enhancement
possibilities
1 RELATED WORKS
A VGGl6
VGG16 s a convolution neural net (CNN)
architecture which was used 10 win |LSVR(Imagenet)

competition in 2014 It is considered to be one of the excellent
vision model architecture till date Most unique thing abowt
VGG16 is that instead of having a large number of hyper
parameters they focused on having convolution layers of i
filter with a stride | and always used same padding and
maxpool layer of 2x2 filter of stnde 2 It thes
arrangement of convolution and max pool layers consistenthy
throughout the whole architecture In the end it has 2 FC (fully
connected layers) followed by a softmax for output The 16
VGG16 refers to 1t has 16 layers that have weights Thus
network is a pretty large network and it has about 138 million
(approx ) parameters

follows

B CONVOLUTIONAL NEURAL NETWORK

A Convolutional Neural Network (CNN) s 2 Deep
Learning algorithm which can take m an input image. assgn
importance  (learnable  weights  and  biases)  to vanous
aspects/objects in the image and be able 1o differentiate one
from the other The pre-processing required m a ComNet s
much lower as compared to other classification algonthms
While i primitive methods filters are hand-cnginecrad, with
enough  raining,  CNNx have the abiliy to leam  these
filters/characteristics

Ihe architecture of a CNN s analogous 1o that of the
connectivity pattern of Neurons i the Human Bran and was



msprred by the organization of the V
neurans respond to stimylj only in
visual field known

isual Cortex, Individual
> v arestnicted region of the
i as the Receptive Field. A collection of such
fields overlaps to cover the entire visual areq,

A CNN is able t

. V1¢ 1o successfully capture the Spatial and
Temporal dependencies i

i _ N an image through the application of
relevant filters, The architecture performs a better fitting to the
image dataset due 1o the reduction in the number of parameters
mnvolved and reusability of weights. In other words, the

pctwork can be trained to understand the sophistication of the
image better,

The structure of CNNs consisted of three main
substructures, which include: convolutional layers, pooling
layers, fully connected layers.

Convolutional layers are made from several feature
maps, and each unit of feature maps is made from convolving
a small region in input data which is called the local receptive
field. A new feature map is created by sliding a local
receptive field over the input. The convolution can be used in
various kinds of data such as image, text. For example, in the
image, an area of pixels is convolved, and in the text, a group
of characters or words are convolved. Unlike the standard
neural network, each neuron in the layers is not connected to
all of the nodes (neurons) in the previous layer but is just

connected to nodes in a special region known as the local
receptive field.

Pooling layers are commonly used immediately after
convolutional layers. These layers were generated to simplify
the information and reduce the scale of feature maps. In other
words, pooling layers make a condensed feature map from
each feature map in convolutional layers. In some references,
these layers are called the subsampling layer. Pooling
operation can be performed in various types such as geometric
average, harmonic average, maximum pooling, Max-pooling
and average-pooling are two of the most prevalent processes
for pooling. The pooling layers are necessary to reduce the
computational time and overfitting issues in the CNN.

Fully connected layers are the final layers in the
CNN structure that can be one or more layers and placed after
a sequence of convolution and pooling layers. This part of
CNN comprises the composite and aggregates of the most
important information from all procedures of CNN.
Consequently, these layers provide the feature vector for the
input data, which can be used for some machine learning tasks
such as classification, prediction. The last layer of fully
connected layers is known as softmax classifier and
determines the probability of each class label over N classes.

C. EXISTING SYSTEM:

The prevailing garbage disposal system in India
consists of unorganized waste collected from habitats which

are then segregated at a station. The segregation is done by
manual labour.

The segregation in usually done where all waste is
dumped together (Landfills). Since it is done by manual
labour, it opens up the possibility of the workers being
exposed to hazardous health conditions and hence affects their
overall health. It is also noted that the cost of manual labour is
significantly higher as more workers are generally needed to

manage a large amount of waste. To prevent this, we go fora
programmed approach.

D. PROBLEM STATEMENT:

To maintain a database of images of waste products

and scgregate them into biodegradable and ,,(,n.b;9degralldh|1
wasles. Datasct must be trained by applying CNN 3'30_"”'”"
Input image must be detected. With the CNN algorithm, 1mage
must be predicted and classified as biodegradable or non-
biodegradable. To ensure a speedy sutomated segregation
process.

11 SYSTEM ARCHITECTURE
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A syslem architecture is the conceptual model that defines the
structure, behaviour, and more views of a system. An
architecture  description is a formal description and
representation of a system, organized in a way that supports
reasoning about the structures and behaviours of the system.
The dataset of the waste images is collected. The relevant data
is then processed. After processing the data, an Input image is
given to perform a test using the VGG16 CNN Algorithm
Once input is given, the image is checked with the trained
database and is classified into Biodegradable or Non-
Biodegradable along with certain specifications such as
(cardboard, paper and organic or plastic, glass and metal). The
output result shows the material type and the category
(Biodegradable or Non-Biodegradable) of the given image

Iv. PROPOSED SYSTEM

In deep leaming, a computer model leamns to perform
classification tasks directly from images, text, or sound. Deep
learning models can achieve state-of-the-art accuracy,
sometimes exceeding human-level performance. Models are

trained by using a large set of labelled data and neural network
architectures that contain many layers.

One of the most popular types of deep neural
networks is known as convolutional neural
networks (CNN or ConvNet). A CNN  convolves learmed
features with input data, and uses 2D convolutional layers,
making this architecture well suited 1o processing 2D data,
such as images.

CNNs  eliminate the need for manual feature
extraction, so you do not need to identify features used 1o
classify images. The CNN works by extracting features directly
from images. The relevant features are not retrained; they are
leaned while the network trains on a collection of images. This
automated feature extraction makes deep
highly accurate for computer vision tasks
classification.

learning models
such as object

Maintain a database of images of waste products and
segregate them into biodegradable and non-biodegradable
wastes. In our system we train the dataset by applying VGG16
CNN algorithm with 3 dense layers and 2 dropouts. Input
image will be detected. With the CNN algorithm, image will be
predicted and  classified as biodegradable or  non-
biodegradable. This system will ensure effective automated



wasle management and  will
segregation without any human |
casy segregation, consumes less {im
sanitation of labourers,

\2 SYSTEM IMPLEMENTATION

'Syslcms implementation refers
the application. [t is better understood
modules, In this project,
modules,

to the working of
when bisected into
the application has 3 major

Import Image from Dataser

l'hc h'rsl step is to import the data set using keras pre-
processing image data generator function also, create size,
rcsculc, range, zoom range, horizontal flip. Then import the
image dataset from folder through the data generator function.
l!crc, set train, test, and validation also, set target size, batch
size and class-mode from this function.

Train Dataset

To train the dataset using classifier and fit generator
function also make training steps per epoch’s then total
number of epochs, validation data and validation steps using
this data train the dataset.

Predicting and classifying the images

In this module the trained deep learning model is
converted into hierarchical data format file (.h5 file) which is
then deployed in Google Colab for providing better user
interface and predicting the output whether the given input
image is Biodegradable or Non-Biodegradable.

VI. RESULTS
A. HOME PAGE:
This is the homepage of our website which contains the
title as segregation of wastes and two buttons such as choose
file and submit buttons.
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B. PLASTIC WASTE:

This page accepts image file and shows the type of waste
whether it is biodegradable or non-biodegradable, the type of
item, probability of that type and stage it as success or
failure. In this case, it will show type of waste as non-
biodegradable and type of item as plastic.

speed up the process of
ntervention. Advantages are
¢ and cnsures the
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C. METAL WASTE:

This page accepts image file and shows the type of waste
whether it is biodegradable or non-biodegradable, the type of
item, probability of that type and stage it as success or failure.
In this case, it will show type of waste as non-biodegradable
and type of item as metal.
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D. GLASS WASTE:

This page accepts image file and shows the type of waste
whether it is biodegradable or non-biodegradable, the type of
item, probability of that type and stage it as success or failure.
In this case, it will show type of waste as non-biodegradable
and type of item as glass.
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E. PAPER WASTE

This page accepts image file and shows the type of waste
whether it is biodegradable or non-biodegradable, the type of
item, probability of that type and stage it as success or failure.
In this case, it will show type of waste as biodegradable and
type of item as paper.

F. CARDBOARD WASTE

This page accepts image file and shows the type of waste
whether it is biodegradable or non-biodegradable, the type of
item, probability of that type and stage it as success or failure.
In this case, it will show type of waste as biodegradable and
type of item as cardboard.
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VII. . CONCLUSION AND FUTURE WORK

Keeping our environment clean and eco-friendly is
our main priority. The proposal for the management of wastes
is efficient and time saving than the currently employed
method where the municipality employees perform. Though
this system is simple in concept, it is very valuable and
affordable. Hence to ensure being automated, a system which
takes lots of dataset as input without human intervention and
also has the capacity to think by itself offers the best solution.
Further advancements can be made in the system to increase
its accuracy and effectiveness. More improvements can be
made in differentiating plastic and glass since both of their
images look similar. The input image dataset can be changed
to a more application specific execution of this system. For
instance, this system can be used in fast food chain restaurants
where it would be able to classify the waste materials like
soda cans, tissue papers, plastic cups, wrappers, etc. This
prototype can be developed with Robots or other machineries
for easy and safe collection and segregation of wastes.

REFERENCES

[1]Jodo Sousa, Ana Rebelo, Jaime S. Cardoso, “Automation
of Waste Sorting with Deep Learning”, 2019 XV Workshop
de Visio Computacional (WVC), IEEE, 9-11 Sept. 2019.

[2] S. Sudha, M. Vidhyalakshmi, K. Pavithra, K. Sangeetha
and V. Swaathi “An automatic classification method for
environment: Friendly waste segregation using deep learning”
in Technological Innovations in ICT for Agriculture and
Rural Development (TIAR), 2016 [EEE, July 15-16 2016.

(3] Dymitr Pietrow, MSc Military University of Technology,
Jan Matuszewski, PhD Military University of Technology.
“Objects detection and recognition system using artificial
neural networks and drones”,

[4] George E Sakr, Maria Mokbel, Ahmad Darwich, Mia Nasr
Khneisser and Ali Hadi, “Comparing Deep Learning and
Support Vector Machines for Autonomous Waste Sorting™ in
Multidisciplinary Conference on Engineering Technology
(IMCET), IEEE International, November 2 - 4, 2016,

[5] Yushi Chen, Hanlu Jiang, ChunyangLi, Xiuping Jia and
Pedram Ghamisi, “Deep Feature Extraction and Classification
of Hyperspectral Images Based on Convolutional Neural
Networks”, IEEE Transactions on Geoscience and Remote
Sensing, Vol. 54, No. 10, October 2016

[6] Mingyuan Xin and Yong Wang, "Research on image
classification modelbased on deep convolution neural
network”, EURASIP Journal on Imageand Video
Processing,2019

[7] Alex Krizhevsky, llya Sutskever. Geoflrey E. Hinton.”
ImageNet Classification with Deep Convolutional Neural
Networks”, Neural Information Processing Systems 2016

[8] M.K. Pushpa, Aayushi Gupta, Sharigh Mohammed lShaikh‘
Stuti Jha, Suchitra V, “Microcontroller Based Automatic Waste
Segregator™, IJIREEICE 2015



/4

COVID-19 PNEUMONIA CLASSIFICATION
USING DEEP LEARNING TECHNIQUE

Gayathri B | Shanmugappriya S/ | Vaishali R*l | Aarthi SI¥)
[1],[2],[3]-Students [4]-Assistant Professor
Meenakshi Sundararajan Engineering College

Abstract-- Segmentation of pneumonia lesions from CT scans
or x-rays of COVID-19 patients is important for accurate
dingnosis and follow-up. Deep learning has a potential to
automate this task but requires a large set of high-quality
annotations that are difficult to collect. The most common
symptoms of COVID-19 patients include fever, cough and
shortness of breath , and the patients typically suffer from
pneumonia. automatic segmentation of COVID-19 pneumonia
lesions from CT scans is challenging due to several reasons. First,
the infection lesions have a variety of complex appearances such
as Ground-Glass Opacity (GGO), reticulation, consolidation and
others. Sccond, the sizes and positions of the pncumonia lesions
vary largely at different stages of the infection and among
different patients. In addition, the lesions have irregular shapes
and ambiguous boundaries, and some lesion patterns such as
GGO have a low contrast with surrounding regions.

Index Terms—AlexNet, LeNet, CNN, x-ray

I. INTRODUCTION

The presence of symptoms of COVID-19 pneumonia may be similar
to other types of viral pncumonia. Because of this, it can be difficult
to tell what’s causing one’s condition without being tested for
COVID-19 or other respiratory infections. This is to determine how
COVID-19 pneumonia differs from other types of pneumonia.
Information from these studies can potentially help in diagnosis and
in furthering our understanding of how SARS-CoV-2 affects the
lungs. We present a Convolutional Neural Network in TensorFlow
and Keras based Covid-19 pneumonia classification. The proposed
system is based on CNN using Pneumonia images to classify the
Covid-19, normal, pneumonia x-rays. It is predicted that the success
of the obtained results will increase if the CNN method is supported
by adding extra feature extraction methods and classify successfully
covid-19 & pneumonia

II. DESIGN OF THE PROPOSED SYSTEM

The coronavirus disease (COVID-19) is rapidly spreading all over the
world, and has infected more than 1,436,000 people in more than 200
countries and territories as of April 9, 2020. Detecting COVID-19 at
carly stage is essential to deliver proper healthcare to the patients and
also to protect the uninfected population.

Also the presence of symptoms of COVID-19

pneumonia may be similar to other types of viral

pneumonia. We present a Convolutional Neural Network in
TensorFlow and Keras based Covid-19 pneumonia classification.
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Fig 1. System architecturc of the proposed system
TRAINING ALGORITHMS
i, Manual CNN

A Convolutional Neural Network (ConvNet/CNN) is a Deep
Learning algorithm which can take in an input image, assign
importance (leamable weights and biases) to various aspects/objects in
the image and be able to differentiate one from the other. The pre-
processing required in a ConvNet is much lower as compared to other
classification algorithms. While in primitive methods filters arc hand-
engincered, with enough training, ConvNets have the ability to learn
these filters/characteristics.

The architecture of a ConvNet is analogous to that of the
connectivity pattern of Neurons in the Human Brain and was inspired
by the organization of the Visual Cortex. Individual neurons respond to
stimuli only in a restricted region of the visual ficld known as the
Receptive Ficld. A collection of such ficlds overlaps to cover the entire
visual area.

ii. AlexNet

AlexNet is the name of a convolutional neural

network (CNN) .AlexNet contained eight layers; the first five

were convolutional layers, some of them followed by max-

pooling layers, and the last three were fully connected layers. It used
the non-saturating ReLU activation function, which showed improved
training performance over tanh and sigmoid. AlexNet allows for
multi-GPU training by putting half of the model's neurons on one
GPU and the other half on another GPU. Not only docs this mean that
a bigger model can be trained, but it also cuts down on the training
time.
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LeNet 15 a convolutional neural network structure proposed

by Yann LeCen ct al in 1989 In general, LeNet refers to LeNet-$

and i a simpbe comvolutional ncural network The LeNet architecture Traning covid-19 x-rays
18 straghforsend and small, (n terms of memory footpnnt), making o
it perfect for teacking the basics of CNNs — it can even run on the
CPU (1f your system does not have a suitable GPU), making 1t a great
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Django s a Python-based free and open-source web
framework that follows the model-template-views architectural

pattern. Built by expenencad developers, Django takes care of much .

of the hassle of web devdopmaent, so you can focus on wntng your :

app without needmng to remvent the wheel. Itis free and open ! [
P ;

source, has a thriving and active community, great documentation, and

many options for free and pad-for support. Django 1s a collection
of Python libs allowing you to quickly and efficiently create a
quality Web application, and 1s suntable for both frontend and 1l Train the data using alexnet

backend

11l TRAINING To train the dataset using classifier and fit generator function also
AT make training steps per epoch then total number of epochs, vahidation
data and validation steps using this data train the dataset.

| Import the images from the datasct
import data set using keras preprocessing image data vodel “sequential’
generator function also, create size, rescale, range, zoom
range, horizontal flip. Then import image dataset from Layer (type) Output Shape Paran 8
folder through the data generator function. Now st rrerasrsssessresenseansane
train, test, and validation also we set target size, batch condd ((omd) (None, 75, 75, 31) b
size and class-mode from this function, train using sax_poollog2d (NarpoalingD) (Nom, 37, 37, 1) n
created network by adding layers of CNN. )
comeld_1 (Com0) (Mone, 12, 12, 126) 36981
Training the normal x-rays
nax_pooling2d 1 (MaxPoclingl (Mene, 6, 6, 128) (]
e — flatten (Flatten) (Mone, 4588) (]
gdense (Dense) (hone, 256) 117904
- R TN
@ O dense_| (Derse) (ome, 2) m
ois B
e =B Tota) params: 1,218,563
oy ¥ Trainable parass: 1,218,542
Yy H Non-tralnable parass: @

IL Train the data using lenet
i i@ A Convolutional Neural Network (ConvNet/CNN) is a Deep
‘ o~ Learning algorithm which can take in an input image, assign

importance (learnable weights and biases) to various aspects/objects in
the image and be able to differentiate one from the other. The pre-
processing required in a ConvNet is much lower as compared to other

classification algorithms.
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While ip primitive methods filters are hand-cngineered, with
cnough training, ConvNets have the ability to leam these Y
filters/characteristics.

The f'u.chltccture ofa ConvNet is analogous to that of the
connectivity pattern of Neurons in the Human Brain and was inspired
by d}e organization of the Visual Cortex. Individual neurons respond
to snmgl: only in a restricted region of the visual field known as the
Receptl\{c Field. Their network consists of four layers with 1,024
input units, 256 units in the first hidden layer, eight units in I;IC
second hidden layer, and two output units

Input Layer:

Input layer in CNN contain image data. Image data is
rgpresented by three dimensional matrixes. It needs to reshape it into a
single column. Suppose you have image of dimension 28 x 28 =784, it
need to convert it into 784 x 1 before feeding into input.

Convo Layer:

Convo layer is sometimes called feature extractor layer
because features of the image are get extracted within this layer. First
of all, a part of image is connected to Convo layer to perform
convolution operation as we saw earlier and calculating the dot
product between receptive fields (it is a local region of the input image
that has the same size as that of filter) and the filter. Result of the
operation is single integer of the output volume. Then the filter over
the next receptive field of the same input image by a Stride and do tl?e
same operation again. It will repeat the same process again and again
until it goes through the whole image. The output will be the input for

the next layer.

Accuracy
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A. Pooling Layer:

' input
Pooling layer is used to reducc the spau’al Vqll:lﬂ;:y‘g; J?it
image afer convolution. It is used between two con_\olul;(:n arpooling.
applies FC after Convo layer without applying pooling 0

i i ling is only
it wi Ily expensive. So, the max pooiing
o 1 vodunethe st ol pof input image. It has applied max

way to reduce the spatial volume of : 4y 4
pooling in single depth slice with Sm_de of .2. It can observe the
dimension input is reducing to 2 x 2 dimenstons.

B. Fully Connccted Layer (FC):

Connected Layeris  simply, feed forward pcural
Layers form the last few layers in the

network. The input to the fully connected layer is the output from the

final Pooling or Convolutional Layer, which is flattened and menl fed
into the fully connected layer. Fully connected_layer involves
weights, biases, and neurons. It connects r!curons in one nger to
neurons in another layer. It is used to classify images between different

Fully
networks. Fully Connected

categories by training.

C. Softmax/ Logistic Layer

Softmax or Logistic layer is the last layer of CNN. Pt' resides
at the end of FC layer. Logistic is used for binary classiﬁcanor.l an.d
softmax is for multi-classification. The softmax function IS
a function that tumns a vector of K real values into a vector of K real

values that sum to 1.

Model loss

— Train
5{ — Test

S ——

<

100 125 150 175

Epoch

75

D. Output Layer

Output layer contains the label which is in the form of one-hot
encoded. Now you have a good understanding of CNN.

Iv. Deploy in Django framework

Django is a high-level Python Web Development framework that
encourages rapid development and clean, pragmatic design. It has been
built by experienced developers, and takes care of much of the hassle
of Web development. It is also free and open source. Django REST
Framework is a powerful and flexible toolkit for building Web APIs
which can be used to Machine Learning model deployment. With the
help of Django REST framework, complex machine leaming models
can be easily used just by calling an API endpoint.
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Abstract—In our day to day life emotions or facial expression arc
the prime factor which are required for communication purposc.
For humans it is quite easy to detect an emotion but difficult for a

computer or a machine to do so. This project deals with 3

emotions they are Neutral, Happy and Sad. As we are developing

the need and importance of automatic emotion recognition has

which Human Computer Interaction

Facial expression defines the emotions of an

increased supports

applications.

individual which is required for Human Computer Interaction

(HCI) in this project.In this work, user's emotion using its facial
expressions will be detected. These expressions can be derived
from the live feed via system’s camera or any pre-existing image
available in the memory. Emotions possessed by humans can be

recognized and has a vast scope of study in the computer vision
industry upon which several researches have already been done.
The scanned image (testing dataset) is being compared to training
dataset and thus emotion is predicted. The objective of this paper
is to develop a system which can analyze the image and predict

the expression of the person. The study proves that this procedure

is workable and produces valid results.

I\"qrwords-damser,opencv,deep learning

I INTRODUCTION

The project aims to integrate the concepts of convolutional
nevral networks(CNN). tensorflow. keras (o recognize the
facial emotions in humans. [n this work, user’s emotion using
its facial expressions will be detected. These expressions can
be derived from the live feed via system’s camera or any
Emotions

pro-cnasting image  available in the nemony.

pessessed by humans can be recognized and has a vast scope
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of study in the computer vision industry upon which several
rescarches have already been done. The work has been
implemented using Python (2.7), Open Source Computer
Vision Library (OpenCV) and NumPy. The scanned image
(testing dataset) is being compared to training dataset and thus
emotion is predicted. The objective of this paper is to develop
a system which can analyze the image and predict the
expression of the person. The study proves that this procedure

is workable and produces valid results.

I. RELATEDWORKS
A.DEEP LEARNING:

Deep learning is a machine learning technique that
teaches computers to do what comes naturally to humans:
learn by example. Deep learning is a key technology behind
driverless cars, enabling them to recognize a stop sign, or to
distinguish a pedestrian from a lamppost. It is the key to voice
control in consumer devices like phones, tablets, TVs. and
hands-free speakers. Deep learning is getting lots of attention
lately and for good reason. It’s achieving results that were not
possible before. [n deep learning, a computer model learns to
perform classification tasks directly from images, text, or
sound. Deep learning models can achieve state-of-the-art
accuracy, sometimes  exceeding human-level performance.
Models are trained by using a large set of labeled data and

neural network architectures that contain many layers.
B.CONTOLUTION il NEURAL NETIWORKS .

\ Convolutional Neural Network (CNN)is a Devp
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2 wmpared 1o other classfication algorthms. While in
promtve methods filters are hand-enginecred, with enough
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CENISTING SYSTEM
The systom detects and recognizes the human using
Bu face

the TCCogmitions

image  proccessing  lochmgues

provade ondy the wier s name and detals But it fails to provide
the achons performaed by the user Pose vanaton, illumination
conditions. bad ighting otc . are stll challenging factors faced
t all algonthms  The existing system docs not recognise the

real tme factal emotions which can be used in vanous ficlds

for feedback purposcs

D PROBLEM STATEMENT

In present dan technology human-machinc ntcraction 15
growing m demand and machine needs 1o understand human
gestures and emotions  Emotions and cxpressions arc the
natural physiological response of the human body which can
be recogmized by the facial expression. In our day 1o day hfc
cmotions or facial expression arc the prime factors which arc
required for commMUNICALION PUIPOSC For humans 1t 1s quite
casy 1o detect an emotion but difficult for a computer or a

machine to do so This can be donc using the proposed

system.
1 SYSTEM ARCHITECTURE
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he human faces are collectc « dataset through camern

onvented i seule A o turther used tor
Latwre cvrection aud stored. Attar which witle the help ol
datasets, cach emations are trained Then using camera the
human images are fod as mput to Pycharm and the emotion is

recognized and displayed i the window.

v PROPOSED SYSTEM

The proposed system comprises of a high tech camera
as mput 1o detect vanous face expressions. I'he output of
camera is fed into OpenCV processor for further dataset
creation and processing. Based on a person’s different face
expressions, his‘her emotions can be diagnosed or evaluated.
e camera used here ts of high quality. because every human
comotion we reflected with minute changes in facial like
changes - evebrow shape, eyehall rotation. movement in
hech and  chin Then  the  dataset s wraned using
Convolutional Neural Network. In this system, both emotion
analvais detection are done by using tensor flow algorithm
which 1s more suited for face detection and recognition. After
rasming the dataset the system prompts for camera access 10
et real-time facial expression and outputs the corresponding

cmotion and emoji in the window.

v SYSTEM IMPLEMENTATION

I'he system here is divided into three modules as listed below:

1 Creating dataset
. Learning using datasets
n Detection of emotion

Ihe svatem provides assistance to the admin by using the

lcarning datasct. The dataset which contains the images of
labelled cmotions 15 fed and training using datasets is done.
The accuracy 15 calculated based on the dataset provided. The
<ystem gets the web camera input and displays the predicted

emotion on the output window spontancously.

| CREATING DATASET:

The admin creates a directory named ‘dataset’ to
ctore the images of labelled emotions. Inside a unique folder is
Created for each emotion like Sad. Happy and Ncutral. With
the help o7 wcb camera the user adds the specific images in the
corresponcing folder based on the user inputs [or accessing
the camers and performing functions like converting it into
Gravceale image. cropping. displaying the o2 python package
Ihe vscer should provide

i< uset Ihis the dataset is created

amiple aroont of images labelled o pet tramcd with accvracy
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1 LEARNING USING DATASET

ted that consists of

S\ eDrow

rolatton. movemant tin cheek and chin which are required ¢

o quanue t

leaming of dataset iz done using ONXN with the help of
Lbranes like tensorflom. Keras, sckitlearn. scipy. numpy
matlzd. A Conmvolutional Neural Network (CN\) s a Deep
Leaming algonithm which can take n an input image. assign
importance  (leamable  weights and  biases) to vanous
aspects objects in the image and be able to differentiate one
from the other. The pre-provessing requirad in a ONN s much
arithms. While

lower as compared

primitve methods hand-engineerad. with enough

CN\  have the ahilin w0 leam  these

filters characteristics. The  basad on the traming from the

VOCONCLUSION AND FUTUREWORKN

t can be concluded that a rehable. sevure fast and an ethiare
Face Fmotian dJetection svstem has been developaed replacing

nanual and unrehable svstem This face deteavtion

“ the admimistration There o n» wead e e
e hardware for installing the svstem as o0 onhy uses 2 compute
m DETECTION OF EMOTIONS :
d o camera The camera plavs a crucal role i the work
The system prompis the user for web camera aceess
, the svstem hence the mmage qualiny and pertommance of
and oace the user allows 1 the svstem capture the mpat
" moreal ame seenarro must Beoronviad oaxavialin
realume and shows n the output window  alony with
wom s operated trom e cany O COAAlem van
correct predicted emob Lased on the dataset leamaid. the
woused mopermisaten hasad sy vions and oo mooess
ssstem shows the detected cmotion along swith a cmope
! . . catton greatreted tachinees O IARTING
aven instance of the vidao ~imput The accuracy depends
. . ) me video sunvellanee syatems tos cosonal sevunty or
e distmction of cach cataset onhy the high accuras
¢ soment The mapor threat to the wag CNooot e For

obained duning the ramin. < lon into acvount. The wig

recosnmtion svstem will ave | reduce the amount of work done



cohanicements, anti- spoofing techniques like eye blink

wre
setection could be utilized o differentiate ljve from static
images in the case where face detection s made from captured
images from the classroom. From the overall efficiency of the
system i.e. 83.1% human intervention could be caiied upon to

make the system foolproof,
FUTURE ENHANCEMENT:

In the future, the next step would ideally be to make a
complete and universal model that the organizations can use to
help them reduce their human resource costs. Furthermore. can
also be combined with other machine learning algorithms to
create a highly robust and powerful system. Various other
concepts of machine learning can be implemented to improve
the efficiency of the svstem as a whole. The more the training
data the more the accuracy. So, the importance should be given
to select quality dataset and make the right partition to achieve
more efficient system. Anti- spoofing techniques like eye blink
detection could be utilized to differentiate live from static
images in the case where face detection is made from captured
images from the classroom. To improve any business,

feedback is very important .Example : hotels need feedback

about their services and foods. But many customers or humans
can’t express their view(either written feedback or a word of
mouth) éxaclly all the time because words either written or
spoken are not that powerful as human expressions .Thus

implementing suitable strategic ideas for different fields to

make use of the detected emotions a very efficient manner.

VII. REFERENCES

[1]H. Jung, S. Lee, J. Yim, and S. Park. “Joint fine-tuning in
deep neural networks for facial expression recognition,” in
IEEE International Conference on Computer Vision, 2015.

[2] X. Zhao, X. Liang, L. Liu, T. Li, Y. Han, N. Vasconcelos,
and S. Yan, “Peak-piloted deep network for facial expression
recognition,” in European Conference on Computer Vision.
Springer, pp. 425— 442, 2016.

[3] C. A. Comneanu, M. O. Sim’on, J. F. Cohn, and S. E.
Guerrero, “Survey on rgb, 3d, thermal, and multimodal
approaches for facial expression recognition: History, trends.
and affect-related applications,” IEEE transactions on pattern
analysis and machine intelligence. vol. 38. no. 8. 2016.

[4] A. Mohammadian, H. Aghaeinia. and F. Towhidkhah.
“Incorporating prior knowledge from the new person into
recognition of facial expression,” Signal. Image and Video
Processing, vol. 10, no. 2, pp. 235-242, 2016.

[5] S. Rifai, Y. Bengio, A. Courville, P. Vincent, and M. Mirza,
“Disentangling factors of variation for facial expression
recognition,” in European Conference on Computer Vision,
pp. 808—822,2012.

[6] P. Werner, A. Al-Hamadi, K. Limbrecht-Ecklundt. S.
Walter, S. Gruss, and H. C. Traue, “Automatic pain assessment
with facial activity descriptors,” [EEE Transactions on
Affective Computing. vol. 8. no. 3. pp. 286-299. 2017.

[7] K. Dobs, 1. Schultz, I. B™ ulthoff, and J. L. Gardner.
of facial expression and

“Task-dependent enhancement

identity representations in human cortex,” Neurolmage. vol.

172,2018.



Managing Health Records Using Smart Contracts In
Ethereum Blockchain And Performing Named
Entity Recognition

Mrs. C JERIN MAHIBHA

Assistant Professor.Dept. of Computer Science and Engineering

Mecenakshi Sundararajan Engineering College
Chennai. India
jerinmahibha.msec @ gmail.com

MEERAM
Dept. of Computer Science and Engineering
Meenakshi Sundararajan Engineering College
Chennai, India
meera2000.madhavan @ gmail.com

Abstract— This paper proposes a system for managing
health records on the blockchain environment with the help of
smart contracts. The contracts are written in Solidity and are
migrated to the Ethereum blockchain. Also a cryptocurrency
wallet is used for the easier ethereum transactions. The health
records uploaded by the patients are stored on the
InterPlanetary File System which generates a hash value for
the stored file and returns it. The returned hash value is then
stored on the block. The patient can also analyse the medical
record for understanding the drugs and diseases present in
their report which is done by the Optical Character
Recognition technique called, Named Entity
Recognition(NER).

Keywords—Blockchain, Health records, smart contracts,
IPFS

I INTRODUCTION

With the advent of web technologies, the life of the
human race is getting much easier from the way we perceive
things previously. But it is also giving rise to a lot of issues
like redundancy in data, tampering, counterfeiting, etc. The
healthcare sector is showing tremendous improvements over
the years but still there are many medical related crimes
happening at the expense of patient’s privacy. Hence, it is
important to come up with a system that allows patients to
digitize their medical files and store them securely.

Blockchain is becoming popular due to the high level of
security it provides to its users.Smart Contract is the core of
the Ethereum blockchain and it can perform decentralized
transactions without relying on other third-party systems or
databases.Also, the current health care system does not
preserve the privacy of its patients, due to the widely
centralized structure, the data once lost, is lost forever and
the medical records can be easily hacked and are prone to
many medical crimes such as Identity thefts, drug frauds,
etc., To solve the above issues, the InterPlanetary File
System(IPFS) can be used which is a content-based
addressing network transport  protocol for achieving
decentralised storage. Further, to achieve Named Entity
Recognition on the uploaded medical records, a Neural

Named eqity R_ccognition and Multi-Type Normalization
Tool for Biomedical Text Mining is applied.
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The content of this paper is divided into five sections. In
the first section, the background is introduced along with the
motivation and purpose of this paper. I[n the second section,
the technology and documents that are related to this paper
are mentioned. In the third section,the structure of the
system built in this paper is explained. In the fourth section,
the construction of the system is presented in detail. In the
last section, conclusions are made along with future
enhancement possibilities.

IL. RELATED WORKS

4. BLOCKCHAIN.

Blockchain is a technical solution for storing, verifying,
transmitting and communicating network data based on
cryptography. The core concept is to rely on crvptographic
and mathematical decentralized algorithms. Blockchain can
make participants reach a consensus without the
intervention from the third party. This can solve the problem
of lack of trust and unreliable value delivery. Through a
public key, both of a private key. which are generated
through asymmetric encryption, and the account address, we
can perform a transaction or transmit data on the
blockchain. The transaction on the blockchain is verified by
every block on the blockchain instead of the third party.

After a block verifies the transaction addresses,
transaction messages, and the source of cryptocurrency, it
will push them to other nodes for verification. Once the
transaction is confirmed by all nodes on the blockchain, the
transaction data will be recorded in the block. The
transaction record can't be changed and has full anonymity,
Each transaction will produce a unique hash value, and each
block header contains the previous block hash value, which
connects all blocks and forms a chain.

Compared with the traditional financial transaction
systems, which has to rely on trusted or guaranteed
third-party organizations, the blockchain effectively
implements the process of decentralization and combines
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\ smart contract is a prece of code which can bo written
e Soldig. Serpent, ete, and tun on the blockehaimn e
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transactions between (wo parties. Smart coitracts peimil
trusted transactions and agreements to be carried ont amany
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D OINTERPLANETARY FILESYSTEM

IPES 15 a distributed system tor storing and accessing
files, websites, apphications, and data 1P1S makes it possible
to download a file from many locations that aren't managed
by one organization

Instead of beng location-based, IPES addresses a file by
what's in i, or by s content  The content identifier is a
cryptographic hash of the content at that address. The hash
is unique (o the content that it came from, even though it
may look short compared (o the original content. It also
allows one to verify that you got what you asked for

IPFS s based on the ideas ol possession  and
participation, where many people possess each others' files
and participate in making them available

E TRUFFLE

TrufMle 1s a development enviconment and  testing
framework  for blockchains using the Ethereum  Virtual
Machine(EVM) It has  got  built-in - smart  contract
compilation and automated contract testing. Also provides
package management with Node Package Manager(npm)
And the truffle suite comes with an automated testing
framework to test and run the smart contracts

Truffle comes standard with npm integration, and is
aware of the node_modules directory and therefore can be
used to distribute contracts, dapps and Ethereum-enabled
libraries via npm.

F GANACHE

Ganache is a personal blockchain for rapid Fthereum
and Corda distributed application development. Ganache
can be used across the entire development cycle; thereby
providing assistance to develop, deploy, and test the dApps
in a safe and deterministic environment
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from laxko import Flask

app = Flask( wime ) # P laski constrncton

aapporontel'’")
del hellog)
vetien "HELDOY

I mame =<' wmaln

app run ()
Fhe rane) miethod feoused Tor starting the dask application
P REACT AP

React b open sonree, fond end, javaseript ieary (i
poaned for butlding ver interfaces and (4 helps o manage
the view Tayer 1 helps ol up the development environment
a0 that the tatoxt JavaSeript featores can be wsed 1t lan
provides a great developer experience, and optinizes (he
apphication Tor production

SNAMED ENTITY RECOGNTEION

Named oty Recognition Ia uned Tor extiacting text
frome an e Foc this paper, blomedical texta are nvolved
and the o neural blomedical entity  recognition and
mult=type mormalization tool (RN §aused o dentily
those entities

The followlng python code can be waed Tor raw text
Import requests

def query raw(lext,
url=""https://bern korea.ne ke/plain");

return requests, post(url,
duata={"sample text' text)).json()

It name  ==' main

print(query vaw("YOURTEXT HERE"))
K PYTESSERACT

Python-tesseract is an optical character focognition



(OCR ) tool for python Thar i t will recognize and “read”
the text embe

dded in images. Optical Character Recognition
mvolves the detection of lext content on images and

translation of the images 10 encoded lext that the computer
can easily understang.
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I'he User scans and uploads a medical record The record
15 then encrypted from the client side and sent o the Flask
Server The Flask server sends this encrypted file to the IPFS
network for storage. Once stored, 1t returns back a file
hash The file hash 1s then returned back to the client app and
then it is safely stored in the ethereum blockchain. The user
can then choose to perform NER (Named -Enuty -
Recognition) on the data in the medical record. This is to
make the user comprehend the complex terms mentioned in
the report. The record is sent to the Flask server The Flask
server runs the BNER(Biomedical NER) model on the
received data after performing OCR on the report to get the
text from the scanned medical record PDF. The medical
keywords are then passed back to the Flask server The Flask
server sends this data back to the client app and the client
can view the keywords and click on it for more information

A% SYSTEM IMPLEMENTATION

In the system construction, we use ReactJS as the front
end of the system, and Ganache 1s used as the blockchain
environment for simulation. Besides, to write and test the
smart contracts, we use Solidity. In the medical file upload
section, we apply the IPFS API to uploading files to IPFS.
The architecture of the proposed system is similar to that of
MedRec. Both systems use smart contracts to register and
obtain medical records. and utilize the Ethereum
environment

The first step is to stimulate the Ethereum blockchain
using Ganache and the Truffle project is added. Then the
migrations are performed using the “truffle migrate”
command.

Secondly, the ganache and the metamask( cryptocurrency
wallet) are to be connected by just importing the account by
using its private key.

Thirdly. the React app has to be started using the
command “npm start”. The react app starts running at

hup: /localhost. 3000 . The following are the modules

present in the system and its associated processes.

1 CREATION OF USER ACCOUNT: -

The user creates an account for themselves b}' entcrn'lb 3'
few personal details. A gas price nccds' to be paid fon," ev’el?
transaction happening on the blockchain .and thereby e‘; ¢ -
while creating the account. The information collected :r g
the registration process is stored using the web3 APl an

sent to the addPatient function in the smart cont:aﬁ. Y

Please share a few details to get you started )
AOO0AASS

B PROCESS OF UPLOADING FILES:

The user can now upload any necessary medical
document to the portal by paying a gas price. The document
uploaded is stored on the IPFS which in turn returns a ha;h
value and this hash value is returned to the saveFile function
in the smart contract and they are stored in the blockchain.

*0

C ANALYSING THE MEDICAL RECORDS:

The user can also perform an analysis on the medical
report uploaded by them, and this analysis function returns
keywords such as drugs and diseases present in the report, if
any. For this purpose, the pytesseract tool is used. This will
recognize and read the text embedded in images.

The user can click on the keywords which are mapped to
Merriam Webster. to comprehend its meaning.

\Y% CONCLUSION AND FUTURE WORK
A management system for storing medical documents is
created with React and IPFS on a blockchain environment.
The decentralised structure is achieved with the help of
IPFS. Also for the stimulation of the blockchain
environment, we have used Ganache and also a
cryptocurrency wallet, Metamask is used as an extension on
the chrome browser which enables the user to clearly

comprehend the gas price involved in each transaction.
However, in the future, further enhancements are
expected to be made, such as a similar portal on the hospital
end and also another portal for insurance claims. Also,

simulations on private and public blockchains are expected
to be made.
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ABSTRACT: Storage Infrastructure is typically
subdivided into Local and Cloud Storage Systems.
On-Premise generally deals with local storage
which deploys its servers taking all the risks which
include maintenance and thereby makes the system
be least cost-efficient. Cloud utilizes other’s
deployed servers on the internet and we have to pay
for what we use rather than spending much on
installing and maintaining servers on-premise. This
paper focuses on surveys about efficient storage
systems.

KEYWORDS:LocalStorage,Cloud
Storage,EFS,Amazon S3

I. INTRODUCTION

Data Storage has become a task over the
years due to a large amount of data being produced
globally.Earlier we used to store data locally but
now we see companies and firms all around us
storing their data over the cloud.
[1]Local Storage as we know is storing data in
physical devices like CDs, Floppy Disks, Hard
Disks, USBs, etc. Here, vou don’t need the internet
for accessing the stored data, and uploading data to
local storage is fast. It kind stores data to about
2TB.Also, here you get to decide who accesses the
data and how it is stored but still, it's vulnerable to
attacks or the device may get lost. Data can easily
be attacked or obtained by an unwanted user by
hacking, spoofing, etc. It is comparatively
expensive due to the hardware used. Also. if local
backups get destroyed in unexpected events they
can’t be retrieved and data is lost. Nevertheless, the
way of storing data has changed and evolved to the
cloud.

[2]Cloud storage is just storing data over the
internet servers unlike data stored locally on a
computer's hard disk. Cloud makes accessing data
and sharing it with anyone at any time and at any
place viable unlike local storage where accessing
and sharing the data is difficult. Though local

storage provides more space, the cloud works out
cheaper per GB. It is much more sccure and
provides inbuilt mechanisms like firewalls,
intrusion detection systems, event logs which make
finding threats easier and keeping the files secure.
It is much less vulnerable to attacks and threats.
Cloud is much more scalable and cheaper in storing
the large amount of data generated in companies.
Also, automatic backups occur as and when you do
any changes to your files in this way data isn’t lost.

[3]Even Though the cloud is so efficient it has
some minor drawbacks. If the provider faces a
power or server issue, it is going to reflect on your
cloud performance. Good internet plays a vital role
in easy accessing, sharing, or uploading files. Also,
the performance may sometimes be affected as the
same servers are providing resources to many
organizations.Yet, it is used extensively in the
current world due to its high security, flexibility,
very low maintenance, easy access, and backup.

II. METHOD OF STUDY

This paper surveys the journals of recent
years. The main objective is to contemplate
knowledge regarding efficient storage systems. The
surveyed paper focuses on several works
contributed to storage systems. We looked at
several databases like IEEE, ResearchGate, IEEE
Xplore, and other journals.We have also considered
each article’s refercnces to get relevant papers.

III. CLOUD STORAGE SERVICES FOR
COST-EFFICIENT FILE HOSTING

Typically today’s cloud storage system
deals with two distinct types of services offered,
one is object storage like Amazon S3 and the other
is filesystem storage like Amazon EFS. Amazon s3
is used for simple flat object storage with low unit
storage price whereas EFS goes with hierarchical

e ———————————————————————————————
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IV. DATA SECURITY FOR CLOUD

N STORAGE

The application of cloud storage 1s
cverywhere and 1t 1s now playing an indispensable
role i all areas. Cloud 1s also vulnerable to risks,
data tampering, unauthorized access, etc. So it s
indeed a concern about security since it has got its
wide range of deployment. Secunity can  be
enhanced with the help of encryption techniques
The Encryption Techmques  comprises
IBE(Idenuty-Based  Encryption),  ABE(Atinbute-
Based Encrypuion), Homomorphic Encryption, etc

V. DETECTING INJECTIONS,ATTACK IN
MYSQL

SQL quenies are pretty much vulnerable to
attacks. Here is a SEPTIC mechamsm that s
resistant to DBMS possible attacks. This SEPTIC
techmque 15 used  to dennfy possible
vulnerabilities in the applications This technique 1s
beng implemented using MySQL and 1t has
experimented with several test applications. These
techmques lead to neither false positive nor false-
negative results

VI. BENEFITS OF AWS

The benefits manly comply with Data
Sccunity, Regulatory Comphance. Cost-Effective,
Flexible. On-premise storage requires us o sct up
servers of our own cost and also need to assist
technicians in maintaining thosc servers. This may
not lead to a cost-cfficient system, thercfore here
comes the idea of cloud storage. In the cloud, the
user can pay for what they use, Maintenance Free
and it can be deployed anytime as needed.

VII. OPEN CHALLENGES FOR FUTURE
RESEARCH

When it comes to sccurity, whether on-
premise or cloud is more secure then the answer
will be the cloud is no more or less secure than the
on-premise because people on both sides can
commit mistakes. So security can be compromised
irrespective of the storage system that we use.

VIII. CONCLUSIONS
Cloud is better than on-premise due to its
rchability, security, and flexibility. Cloud removes
the hassle of server maintenance thereby letting

W
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you mvest ime, money, and resources into core
business strategies. Real-ume  public access 10
systems  and - data from differemt  devices
irrespective of the location has guarantced an up-
fime of 99%. cloud is now becoming the number
one choice for UK businesses, with adoption rates
reaching 88% m 2018.
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/ﬂ;srracr— Breast cancer is type of tumor that oce i

tissues of the breast.It is most common type of canc llr: o "'w
women around the world and it is among the Icadiner o
dcat!l in women.This becomes very handy, especingllc'a in I(:f
medical field where diagnosis and analysis’are don "thm -
these techniques.Wisconsin Breast cancer data set i(; usre(:iu%h
perfol‘n:l a comparison between Support vector machine,Lo, istig
regression,Random forest classifier,K-Nearest ncighh:)r Bgased
on the result of performed experiments,the Random 'Forest

algorithm shows the highest a ' i
e gl ccuracy (99.76%) with the least

Ke_ywords—Random forest classifier,SVM,Machine Learning
Algorithm .

1. INTRODUCTION

The second major cause of women's death is breast cancer
(after lung cancer). 246,660 of women's new cases of invasive breast
cancer are expected to be diagnosed in the US during 2016 and
40.450 of of women's death is estimated. Breast cancer is a type of
cancer that starts in the breast. Cancer starts when cells begin to grow
outof control. Breast cancer cells usually form a tumour that can often
be seen on an x-ray or felt as a lump.Breast cancer can spread when
the cancer cells get into the blood or lymph system and are carried to
otherand parts of the body. The cause of Breast Cancer includes
changes and mutations in DNA. There are many different types of
breast cancer and common ones include ductal carcinoma In situ
(DCIS) and invasive carcinoma. Others, like phyllodes tumours and
angiosarcoma are less common. There are many algorithms for
classification of breast cancer outcomes. The side effects of Breast
Cancer are — Fatigue, Headaches, Pain and numbness (peripheral
neuropathy), Bone loss and osteoporosis. There are many algorithms
for classification and prediction of breast cancer outcomes.

The present paper gives a comparison between the
performance of four classifiers: SVM , Logistic Regression , Random
Forest and kNN which are among the most influential data mining
algorithms. It can be medically detected early during a screening
examination through mammography or by portable cancer diagnostic
tool. Cancerous breast tissues change with the progression of the
disease, which can be directly linked to cancer staging. The stage of
breast cancer (I-V) describes how far a patient’s cancer has
proliferated. Statistical indicators such as tumour size, lymph node
metastasis.distant metastasis and so on are used to determine stages.
To prevent cancer from spreading, patients have to undergo breast
cancer surgery, chemotherapy, radiotherapy and endocrine. The goal
of the research is to identify and classify Malignant and Benign
intending how to parametrize our classification
techniques hence to achieve high accuracy. We are looking into
many datasets and how further Machine Leamning algorithms can be
used to characterize Breast Cancer. We want o reduce the error rates
with maximum accuracy. 10-fold cross validation test which is a
Machine Learning Technique is used in JUPYTER to evaluate the
data and analyse data in terms of effectiveness and efficiency.

patients and

1. RELATED WORKS

A SUPPORT VECTOR MACHINE:

Random forest is an algorithm that integrates multiple
trees to form a forest through the idea of ensemble learning.
Its basic unit is decision tree. Each decision tree is a classifier,
so for an input sample, N trees will have N classification results.
Random forest integrates all the classification voting results and
specifies the category with the most voting times as the final output.
The construction process of random forest is as follows:

1) Let N be the number of samples in the original training
set,and Mbe thenumberof characteristicattributes.
Bootstrap sampling technique is used to extract N samples
from the original training set to form a training subset.

2 m features are randomly selected as candidate features
(m<M) from M feature attributes. Each node of the decision
tree selects the optimal attributes according to some rules
(Gini impurity, information divergence, etc.) to split until all
the training samples of the node belong to the same class, and
they are completely split without pruning in the process.

3) Repeat the above two steps k times to build k decision trees and
generate the random forest.

make dccision, let x be the test
tree, Y be the output variable,
[ be the indicative function,
d the decision formula.

4 Using random forest to
sample, hi be the single decision
which is the classification label,
H be the random forest model, an

B. Advantages and disadvantages of random forest
algorithm

Random forest algorithm has many advantages. As a
combination algorithm of classifiers, it can optimize the overall
performance of the classification system by synthesizing the
capabilities of several weak classifiers, which is better than a single
classifier. When generating random forest, each decision tree is
independent of each other and generated at the same time. The training
speedis fast,and itiseasyto make parallel method.

At the same time, the random forest algorithm also has
some disadvantages. Because the randomness of the decision
tree added by the random forest almost only occurs in the
feature selection when the decision tree is generated, the fixity
of the decision tree generation rules will lead to a certain
degree of over fitting. At the same time, in the face of data with
high and unbalanced feature dimensions, performance of algorithm
is seriously weakened because high-dimensional data usually
containsalargenumberof irrelevantandredundant

features.
C. K-Nearest Neighbour:

K-Nearest Neighbour (KNN) is said to be the simplest
and the most straight forward classification algorithm. Like most
machine learning algorithms, K-NN does not learn anything from
the provided dataset and its attributes, but simply use the points
from the training data and finds the K number of nearest
neighbors to that data point using Euclidean Distance and
classify it to the class which has the first K neighbors closest to it.

D. Support Vector Machine:

Support vector machine (SVM) is a quite simple
classification algorithm. This classifier is named so because it
takes the help of vectors in the feature spacc to classify the class
of a new vector [9,10]. The Maximum Margin Hyper-plane
(MMH) decides whether the new vector belongs to class one or
class two. If the data point lics beyond the negative hyper-plane
or to the left of MMH then it belongs to the class one, else it
belongs to the class two, where class one and two are two
different classes in a given situation. SVMs can also be used if
there are more than two classes.It is a supervised learning
algorithm which is used for both classifification and regression
problems. It consists of theoretical and numeric functions to solve
the regression problem. It provides the highest accuracy rate while
doing prediction of large dataset. It is a strong machine learning
technique thatis basedon 3D and 2D modelling.

E. Logistic Regression:

. Logistic regression was introduced by statistician DR Cox
in 1958 and so predates the ficld of machine learning. It is a
supervised machine learning technique, employed in classification
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B. GIVE INPUT IN THE WEBPAGE

The user enters the featured details of him in the home
page which includes features such as radius mean,perimeter
mean,texture mean,area mean and 30 more features to identify
whether the patient is in benign or malignant.This is the
homepage of the website that is used to predict the breast
cancer type using the algorithm that provided more accuracy
on comparison with few other machine learning algorithms.
Random forest classifier provided better solution on
comparison.
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Breast Cancer Prediction using Random
Forest Classifier Alogorithm
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C. BENIGN TYPE CANCER

Once when the features has been entered it checks whether
the breast cancer type is benign or malignant.It checks with the

parameter of test data sets along with the truned data scts. The web
page shows that the cancer is predicted to be benignBenign (non
cancerous) breast conditions are very common, and most women have
them. In fact, most breast changes are benign. Unlike breast
cancers, benign breast conditions arc not life-threatening. But some
arc linked with a higher risk of getting breast cancer later on

Breast Cancer Prediction
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C.MALIGNANT TYPE CANCER

The patient can check for the other type of cancer using the
featured data sets available.The data for malignant type cancer has
been entered and checked and it shows cancer is predicted to be
malignant.If a tumor is found to be malignant. you have breast
cancer or another form of cancer. Malignant tumors can be aggressive
and may spread to other surrounding tissues.A biopsy may be donc on
a suspicious lump, which can identify whether it is a tumor, as well as
whether it is benign or malignant.

Breast Cancer Prediction

Cancer is Predicted to be Malignant
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V.CONCLUSION AND FUTURE WORK

In statics analysis of Breast Cancer Prediction,
Machine Learning algorithms have been used to train classifiers with
features. The Machine Leaming algorithm such as Support Vector
Machine,Logistic  Regression,Random  Forest  Classifier and K-
Nearest Neighbor were implemented. The accuracy given by SVM s
97.35% . KNN is 95.23%, LR is 95% and that by RFC is 98.6%.This
paper concludes that Random Forest Classifier (RFC) have better
accuracy of 98.6%.The Scope of our project is to detect the patient is
in benign or in malignant stage with the help of Machine Leaming
Algorithms.In future these techniques may be implemented on data
sets that consists of images.The system may also be integrated with an
Android application.The accuracy of the model created may be
increased in order to give better predictions.
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EMAIL SPAM DETECTION USING
CONVOLUTIONAL NEURAL NETWORK

S. Kamalini'"!, M. Nandhini'”, R B. Nithya®’, R.Venkatesh',
[11,[2],[3]-Students [4]-Assistant Professor
MEENAKSHI SUNDARARAJAN ENGINERING COLLEGE

Unsolicited e-mail (Spam) has become a major issue nowadays
for each e-mail user. Through email, companies and individuals
send advertisements for various products, undesirable harmful
news, contents, and fake proposals etc. The spam emails result in
unnecessary consumption of network bandwidth resulting
blocking email servers. Existing systems make it very difficult to
detect spam as these ecmails are written or generated in a very
special way so that anti-spam filters cannot detect such emails,
Machine learning systems now a day’s used to consequently filter
the spam email in an cxceptionally effective rate. Email filtering
job relies upon data classification approach. While classify data,
choose the most astounding performing classifier is a
fundamental progress. In this project, we proposed
Convolutional Neural Network (CNN) classifier to filter out the
spam Email from the network. The performance of the proposed
models was evaluated based on the three criteria, the prediction
accuracy, learning time and false positive rate. CNN attain
higher accuracy than other algorithms.

Keywords— Classify spam and ham messages,CNN
1. INTRODUCTION

Email Spam is an emerging issue of the web users. The
recent enhancements in the spam rate had affected an
excessive concern among the present internet community.
Numerous resolutions to deal with the issue had been
recommended for the non-technical and technical limits. This
chapter presents a brief introduction of E-mail document
classification issues in the perspective of spam email filtering,
the issues that the web users have been recently facing
because of spam mail. This study recommended or deployed
solution for avoiding spams and it is also presents their related
advantages and disadvantages. The different types of spam
filtering mechanism are presented. Finally, brief introduction
of medical website spam mail-filtering process using machine-
learning algorithms and give the main drawbacks that the issue
faces.

Various issues have arises from spam mails. Firstly, it
wastes the organizations resources and network resources and
a lot of bandwidth is wasted at the time of spam mail
downloading from the inbox. The most of the organizations
pay for the network and internet resources, so cost is an
important factor for them. Secondly, spam emails can cause
serious issues for Personal Computer (PC) users not installed
in antivirus solutions. Thirdly, it is a waste of time for

organization works, resulting in decreases the company
productivity and thus causes the overall system performance.

IL RELATED WORKS

In[], The project is about classifying the spam and ham
message from the dataset.In this paper,accuracy level has been
increased.

In [],This project consists of convolutional neural network
which is used to classify the messages from the dataset.

In [],Here in the classification system, it train the dataset
and identify the data is spam or ham.

IIL. WORKFLOW OF EMAIL SPAM DETECTION

Here we propose a system to identify the messages are
spam or ham by using the convolutional neural network. The
Email collection dataset we have taken from neural network
repository. Data preprocessing is the most important phase in
detection models as the data consists of ambiguities, errors,
redundancy which needs to be cleaned beforehand. Data is
transformed into lowercase and change the data types
according to algorithm needs. The attributes are identified for
classifying process and system performs feature extraction and
then these classification systems classify the content into spam

or ham.
L Raw Email data ]

Pre-processing T

L(‘orrelation based featurej

Classification

Eon\'o]utionnl Neural Networq
Spam Ham I

Fig 1. Architecture of email spam detection
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» -'(- and how the data s classified. This is
e s o :: ual picture of whar js going on behind
the daty 10 1o mponents that are involved in classifving
s or~mc“uscr In this system we will have a dataset that
from the e aTgth. In the architecture, first 1t get the message
epenten t.‘m)rcn. m the preprocessing step it filter all the
i comver e messages from the dataset. In the third step,
o ) BES 1nto vector data types. In the fourth step, it
¢ dataset and classify the messages are spam or ham.

IV. CONVOLUTIONAL NEURAL NETWORK

) A ne\{ml network 1s a system of interconnected artificial

neurons™ that exchange messages between each other. The
connections have numenc weights that are tuned during the
training  process, so that a properly trained network will
rcsponq correctly when presented with an image or pattern to
recognize. The network consists of muluple layers of feature-
detecting “neurons™.
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Fig 2. Artifical neural network

Each layer has many neurons that respond to different
combinations of inputs from the previous layers. As shown in
Fig 1.3, the layers are built up so that the first layer detects a
set of primitive patterns in the input, the second layer detects
patterns of patterns, and the third layer detects patterns of
those patterns. and so on. Typical CNNs use 5 to 25 distinct
layers of pattern recognition.

This algorithm is processed under five layers. They, are
convolutional layers. pooling or sub sampling layers, non-
linear layers, relu layers, fully connected layers

V. PREPROCESSING

This is the first stage that is executed whenever an incoming
mail is received. This step consists of tokenization which is a
process that removes the words in the body of an email. It also
transforms a message to its meaningful parts. It takes the email
and divides it into a sequence of representative symbols called
tokens. Emphasised that these representative svmbols are

extracted from the body of the cmail, the beader and subpoct
asserted that the provess of replacicg miormanos
distinctive idennfication symbois will euncate 2l
charactenistics and words from the email exclusive of 12k
1010 account the meaming.

2
<

VT SPAM AND HAM

According to Wikipedia “the use of electronie messaging
systems 1o send unsolicited balk messages. especizlly mass
advertisement, malicious links etc” are called & spam
“Unsolicited means that those things which you didn't asied
for messages from the sources. So. 1f you do oot know sbout
the sender the mail can be spam. Poople generally dom't
realize they just signed in for those malers when they
download any free services, software or while updatng the
software. “Ham"™ this term was given by Spam Bayes around
2001 and it is defined as “Emails that are not generally desired
and is not considered spam”™.

Fig 3. Classification mto Spam and poo-spam

Machine leaming approaches are more efficient. @ st of
training data is used, and these samples are the set of email
which are pre classified. Machine leaming approaches have 2
lot of algonthms that can be used for email filening

VI RESULTS AND DISCUSSIONS

With this result, 1t can be concluded that the ONN gives the
best outcome but has hmitaton due to class<ondional
independence which makes the machine to misclasufy some
tuples. Ensemble methods on the other hand proven w0 b
useful as thev using multuple classifiers for class prediction
Nowadays . lots of emails are sent and recenved and it s
difficult as our project 1s only able to test emails using @
limited amount of corpus. Qur project, thus spam detection s
proficient of filtering mails giving 10 the content of the ema!
and not according to the domain names of any other cntena

Therefore. at this it 1s an only limited body of the ema!
There is a wide possibihity of improvement in our project. The
subsequent improvements can be done: “Filtering of spams
can be done on the basis of the trusted and venfied doman
names.” “The spam email classification 15 very sigmificant m
categorizing e-mails and to distinct e-mails that are spam o
non-spam.” “This method can be used by the big bady 1o
differentiate decent marls that are enly the emanls they wash o
obtain.”
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ABSTRACT In a large-scale  industry  or
organization, a number of documents will be sent
and received. Due to vanation in handwriting,
interpretation of these texts will be difficult and
manual automation of these would be nearly
impossible. In our paper. we intend to translate the
handwritten texts mto digitalized text. Digitized
text 15 useful as it makes nformation readily
available. Some of the previously used approaches
for HTR are. Deep Convolutional Neural Network
(DOCNN), Optical Character Recognition (OCR),
Self-organising map and Projection  approach
Problems faced here are over-fitting, identification
of wrong text, limitanons to human handwritten
text. slow computation and reduced efficiency with
smaller dataset. To overcome these hurdlesin the
existing system. we have proposeda system based
on ANNs(Artificial Neural Networks). Recently, 1t
was discovered that ANN< have an excellent
capacity in sequence data analysis such as natural
language processing In our proposed system we
are using bhoth Convolutional Neural
Network(CNN) and Recurrent Neural
Network(BENN) 1o recogmize the handwnitten text
efficiently The classifier has ONN layers to extract
features from the mput image and RNN layers to
propagate information through the image  This
helps to optimize the data effectively and mcreases
the sccutacy

Keywords:  Convolutional  neural - networks,
Artificisl  neural  petwork, Recurrent nenral
network, conver! info digital test natural language

proccusing

I INTRODUCTION
Handwiiting recognition s undoubtedly
one of themost challengmg  arcas ol pattern
recogninon It s extremely useful i a wide range
of real-world  practical  problems,  nchiding
documentation analysis, maling sddress

DO 1038629 5252.0308224225
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interpretation.  bank check processing, signature
verification, document venfication. and many
others. Several pattern recognition approaches have
been applied 1o both online and  off-line
handwriting recogniion,  icluding  statistical
methods, structural and syntactic methods, and
ncural networks Somc reading systems dentify
strokes; others try to dentify charactens, groups of
characters, or entirc words

In the problem of handwritten text
recogmtion, neural networks are heavily used for
efficiently  predicting  handwritten  symbaols
Character recogniton has long been a crmical ares
of Aruficial Imelhgence Recognition 15 a wrivial
task for humans, but 1o make a computer program
that does character recogmion s extremely
difficult

Recognizing patterns 15 just onc of thos
things humans do well and computers don 1
One of the primary means by which computens s
endowed with human-like abilimes s throagh the
use of necural networks  Ncural Networls  arc
particularly uscful for solving probiems that cannol
be cxpressed as a senes of slops such @
recogmrzing patterns classifving them mte groups
and senes prediction and data muamg  ANN
approach for characict recogniton v mow gamimg
mportance because of ANNT haghly  paralie

architecture and fault tolerandce

I LITERATURE SURVEY

M Ghanim ctal |4 proponed 2 Arsl
Handwritimg Recopnilaes  uning I NN UNN
algortlun tx yeed fo comert ipennfen ot mh
digitized toxt and AU algonthm for Clustenmg
characiets Same  xbantapes of W papar sic
pptimization of the data wih bovior accasn ansd
cary 1o dovogniee different handanting shie
wheteas 1t 3y revopmee worids whech are oot m
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dictionary when the written words are hard to read
which is a major disadvantage.

Eltay etal. [2] proposed an approach to
recognize Handwritten Arabic Texts using Deep
learning. Review and investigation of different
deep learning architectures and modeling choices
for Arabic handwriting recognition is been done
and an Adaptive data - augmentation algorithm is
used to build this system. Some of the pros of this
paper are more data can be used for recognition and
it also reduces data over fitting while on the other
hand , this system is not efficient for small dataset .

Uddin etal. [1] proposed a literature

review for hsandwritten Optical ~Character
Recognition. Handwritten character Recognition
and Printed character Recognition using OCR is
used.Some advantages of this paper are processing
information is fast and recognition engines which is
used with imaging can capture highly specialized
data sets whereas OCR systems equipments are
expensive and workload to data collectors because
OCR has severe limitations when it comes to
human handwriting which serve as a major
disadvantages.
R.Ezhilarasi etal. [3] proposed OCR for text
recognition using recurrent neural network. OCR is
used to give an impressive recognition exactness
for manually written text using recurrent neural
network which is used to improve accuracy. Some
of the pros of this paper are it can process any
length input and model size doesn't increase for
longer input . while on the other hand ,the
computation of this neural network is slow and
therefore training is different which serve as major
cons.

Aly ctal. [4] proposed a robust digit
recognition system using self organising map
network. Development of this new cfficient deep
unsupervised network Deep Convolutional Self-
organizing Maps (DCSOM) helps to learn invariant
image representation from unlabeled visual data.
Some pros of this paper include easy data
interpretation and data visualization. On the other
hand, if dataset is small then map size is also small.
Map size depends on training data and some
clusters end up in distant parts of map making it
difficult to visualise the similaritics between them
serves as major cons.

Zin ectal. [6] proposed a character
recognition system by  projection approach.
Segmentation is carried out mainly on labelling and
projection concept. Pros of this paper include better
accuracy in recognition of cursive words compared
to other techniques. But still it's maximum
accuracy is only around 65% which is a drawback.

DOI: 10.35629/5252-0305225225

IIl. PROPOSED SYSTEM

Our proposed system uses ANN
integrated with CTC loss and decoding
algorithm to convert the handwritten text to
digital or machine text. The fundamental steps
that should be followed to accomplish our goal
are:

Data Acquisition:
Dataset is the origin of knowledge for our

Machine Learning models. Henceforth, feeding
well-defined data and selecting the suitable dataset
is crucial for obtaining profitable outcomes. Thus
we have used the JAM dataset for our proposed
system.

This dataset comprises about 1539 forms
filled out by approximately 657 writers. Data is
annotated on line level and word level. It has the
most unique words out of all other handwriting
recognition system datasets.

Data Preprocessing:

Data Preprocessing is that step in which the
data gets transformed, or Encoded, to bring it to
such a state that now the machine can casily parse
it.In other words, the preprocessing is done to make
things easier for the classifier.

Preprocessingtechniques includes
contrast normalization, and random modifications
to the original dataset to enlarge the datasets

Classification:

Artificial Neural Network(ANN) serves as
a classifier for our proposed system. Multiple
Convolutional Neural Network(CNN) layers are
trained to extract relevant features from the input
image. These layers output a 1D or 2D feature map
which is handed over to Recurrent Neural Network
(RNN) layers.

The RNN propagates information through
the sequence. Later on, the output of the RNN s
mapped onto a matrix that contains a score for each
character per character clement. In this system, an
implicit word segmentation method based on the
decoding algorithm for the RNN output is proposed
and evaluated. In this way. the ANN can be fed
with line-text images.

Decoding:

Since ANN is trained using a specific
coding scheme, a  decoding algorithm must be
applicd to outputs of RNN to obtain the final text.
Decoding can take advantage of the Language
Model(LM). The loss calculation and decoding
from the matrix arc carried out by the
Connectionist  temporal  classification  (CTC)

Impact Factor value 7.429 |1SO 9001: 2008 Certified Journal  Page 223



I ntrsnsiiensl Jourasl of Adysecos in b agincering and Mansgement (LIRS

S b 3, fovwr © Moy 2021, ppo 211128 wawijaom.nel

s o0 L 1L werves two-fuld (11 & low
ot taown { J ) @0 2 Soaoader

tn tha yotms, we have o ponckege o
hoeng the Jenoding alpardhm to e apphed  the
ptaora afen 1) Hew Path
Dhex ondimgs T #hoam Scarch (1) Word Beam Sewrch
The defsul® Seador st b Wammg o bowt path

deeoding algontiem

3 ackabdc

IV SYSTEM ARCHITECTURE
(g proposad 1yeiom mabos @ of ANNy
o comnert bandurdien teyd to digatal teat Multplc

( onvobstnoma! Noaral Noraorka “N) laven v

wamed bo cutract fehovant fostaro from the gt

image  Thene by outpst 3 1D on 21D featc map
whch m humded over o Reomront Newrsl Netwark

(ENN) bpers The RNN propageic anfon ora sos)
through B soguence Later on the outpt of the
ENN n muapped oeso 3wl that (omissms 3 MOOIT
for caxh churacter por Charscior clcmend

S the AN n wamed weing & specifi
odmg  wherme 3 docadng algorghm  muw be
spplied fo the asipet of RNN 1o obtamn the finsl
et The trasnamg hoss tanctson ¢akulabon  and
decodmy from thn matroy aT camnod out by the
Conmextwomst  Temporal  ( Lasnifacaton(CTC)
peratron  Decodmg  can tshe advantage of the

langruage mode [0

Preprocesemg n donc 1o make things
cavrer for the classifier Proprocessing operations
e hadecontras! porrralizaton and making random
modifications to the ongmal mmages 10 enlarge the
e of the dataset Owr proposed system uscr
mmplcit scgmentation . @ whach the ANN stself e
ramed to segment the words by learming the white
space characters Since the decoded text might
comtan musspelied words, 2 text postprocessing
method = apphed to them and the final output 1

d I'q'lh\?d

p——
" — s H e
!
——*—
[W—
e P o ¥
O_i R
._.._ — Ry
- ———
(N

DOT 10 386294282-0305228225

11984247

"\\\

AL RESULTS
TRAINING THE MODEL:
@ ~~ ommmmgmmmaes T

J hes mmaws N384

L

e pen 1S

B @
36 @l HLASTELIE TN

| sous
T

et | Gre 08 B L T A

Gt ) Gwter RN e MR TR

pomet @ Bmtss bR 26Y iped I} £ 1) ean et

P | Bt "ot s |} SHEMNELTTTERTES

PPN I I B0 B TR bae

(= [YCSRE Ll [y T

Ppes | Swen PRI RPEE owes L PR T

St ) Bemen  §R0 MR Lbes L) Y

S * P IR

[ I M P LAS THAReted

Gt | Bevt PR L ulw‘.s-‘l

[ 2 i o o ] L D

P e o e A IR e

et | heter  fUR 3R Lesd 01 panesipee TR LES

. . - o - o

- -
Here. 1AM data-sct » trancd For cach

epoch CTC Joss value 1 calculated indidually for
cach barch Traming will stop when character crror
rate 1 not simproved and the maodel which has lower

coron raic 18 saved

INFUT

This 1» our sample test mmage  not
exceeding 12 -characters stored in the folder named
data It 1s then fetched, undergoes preprocessing
and sent to the tramed modcl

ouvTrPuUT:
B T gl T g
N B Wl W e s wr |
'm’ = R R
Tt gbrny
e G ik ulior it <% ™™ B
'W A 1B el e BEL D
" XV
§ ety owriim 14
e EETEE LW w's
.7,.,.’ lrir 29 rrvw L “w (W
_ e rE Ll | wrs
= ."‘:'.' e | s
. | ey
o — G e i JHi Y

— L
Machine text from our input
handwritten text is recognized and displayed.

Impact Factor value 7429 |1SO 9001 200K Certified Journal  Page 224



Volume 3, Issue 5 May 2021, pp:

\ﬁ International Journal of Advances in

Enginecring and Management (IJAEM)
222-225 www.ijaem.net  ISSN: 2395-3252

ACCURACY:

=t

)
, ‘r‘;

b e

. . .
- o : ! .

" R R S
L 3 S oW

)
l“

T o i RERDSEEA o aory EINITER,

Character error rate(CER) is number
of edit operation performed on the input text by
total length of input text. For example, in the
above image, “him” is recognized as *his”. Number
of edit operation is 1(because m is recognized as s)
and total length of original text is 3. Therefore,
CER=1/3 . This mismatch in recognition occurs
due to many factors like quality of input image,
similarities between letters and slanting.

Word accuracy is number of letters
recognized correctly by total number of words
in validation dataset. For example, consider there
is 120 words in a validation dataset. Out of which
89 words are recognized correctly. Then accuracy
for the same is calculated as,

Accuracy = 89/120%*100 = 74.16%

VI. CONCLUSION

Image recognition is an important aspect
for the image processing. The collected dataset is
trained using ANN which represents the current
state-of-the-art for variety of applications. Thus, we
extensively analyzed the model by carefully
selecting their parameters and showing its
robustness for handling our dataset. In this paper
we perform five steps namely, image acqisition,
pre-processing,classification,decoding. The  input
image is preprocessed and fed into Convolutional
Neural Network (CNN) for feature extraction and
the extracted feature map is handed over to
Recurrent  Neural Network (RNN).TheRNN
outputs a matrix that contains a probability
distribution over the characters at each imagc
position. The Connectionist Temporal Classifier
(CTC) decodes this matrix and final machine text is
displayed. Artificial Neural Network (ANN), has
good accuracy for handwriting recognition because
more training will result in more accurate writing
recognition.

DOI: 10.35629/5252-0305225225

VII. FUTURE WORK

This work can be further extended for
recognition of other languages. It can be used to
convert the fax and newspapers into text format.
Before these techniques, approach is mostly
focused on efficient feature extraction from these
images. Once you have good feature representation
of the data, its very easy to build a model. In future,
we need systems that can read a character array and
modify it to the form that you want.

This project can be further extended to use
multi-dimensional LSTM and deslanting technique
can be performed at preprocessing level to obtain
better accuracy. Eg: like a linguist or auto
translation or detected text to voice conversion etc.
In a long run, systems or phones would replace the
jobs of scanners, dtp operators etc.
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Abstract:

This paper proposes a system to detect
diabetic retinopathy faster using Resnet
Convolutional neural network.Diabetic
retinopathy is an eye condition that can
cause vision loss and blindness in people
who have diabetes..Diabetic retinopathy
affects up to 80 percent of those who have
had diabetes for 20 years or more. At least
90% of new cases could be reduced with
proper treatment and monitoring of the eyes.
Keywords: Diabetic Retinopathy,Resnet
CNN,Deep Learning.

I.INTRODUCTION
Diabetic retinopathy, also known as diabetic eye
disease, is a medical condition in which damage
occurs to the retina due to diabetes mellitus. It is
a leading cause of blindness in developed
countries.Diabetic retinopathy affects up to 80
percent of those who have had diabetes for 20
years or more. At least 90% of new cases could
be reduced with proper treatment and
monitoring of the eyes.Commonly this disease is
detected at very later stage due to the
unavailability of doctors and so it becomes
untreatable.The diabetes pandemic requires
new approaches to improve the detection and
prevention..Thus our proposal is to train a big
and varying dataset using a CNN deep learning
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ResNet model.Deep learning models are best
known for identifying the small features in an
image.

The content of this paper is divided into five
sections. In the first section, the background is
introduced along with the motivation and
purpose of this paper. In the second section,
the technology and documents that are related
to this paper are mentioned. In the third
section,the structure of the system built in this
paper is explained. In the fourth section,

the construction of the system is presented in
detail. In the last section, conclusions are made
along with future enhancement possibilities.

Il. TECHNOLOGIES USED
Deep Learning

Deep learning is a computer software that
mimics the network of neurons in a brain. It is a
subset of machine learning and is called deep
learning because it makes use of deep neural
networks. Deep learning algorithms are
constructed with connected layers.The first layer
is called the input layer and the last layer is
called the output layer.All layers hidden between
are called hidden layers.A deep neural network
provides state of the art accuracy in many tasks,
from object detection to speech recognition.
They can learn automatically, without predefined
knowledge explicitly coded by the programmers.



PYTHON

Python is a free, open-source programming
language. Python is also a great visualization
toal. It provides libraries such as Matplotlib
sgaqu and bokeh to create stunning '
visualizations.Python is the most popular
Iangu_age for machine leaming and deep
learning.Python strives for a simpler ,less-
cluttered syntax and grammar while giving
developers a choice.Python is meant to be an
easily readable language. Its formatting is
visually uncluttered, and it often uses English
keywords where other languages use
punctuation. '

Pandas

Pandas is a popular Python package for data
science, and with good reason: it offers
powerful, expressive and flexible data structures
that make data manipulation and analysis easy,
among many other things. The DataFrame is

one of these structures.Pandas is built on top of -

the NumPy package, meaning a lot of the
structure of NumPy is used or replicated in
Pandas.Data in pandas is often used to feed
statistical analysis in SciPy, plotting functions
from Matplotlib, and machine learning
algorithms in Scikit-learn.

Numpy

Numpy is the core library for scientific
computing in Python. It provides a high-
performance multidimensional array object, and
tools for working with these arrays. If you are
already familiar with MATLAB, you might find
this tutorial useful to get started with numpy.
NumPy is a Python library that is the core library
for scientific computing in Python. It contains a
collection of tools and techniques that can be
used to solve computer mathematical models of
problems in Science and Engineering.

Matplotlib

Plotting of data can be extensively made
possible in an interactive way by Matplotlib,
which is a plotting library that can be
demonstrated in Python scripts. Plotting of
graphs isa part of data visualization, and this
property can be achieved by making use of
Matplotlib.One of the free and open-source
Python libraries which is basically used for
technical and scientific computing is Python

SciPy. Matplotlib is widely used in SciPy as most
scientific calculations require plotting of graphs
and diagrams.

II.SYSTEM ARCHITECTURE

The Architecture explains how the patient's
images are uploaded and with the help of our
large dataset,the data is preprocessed and our
model is trained to classify whether the patient
has Diabetic retinopathy,if yes it classifies the
severity of diabetic retinopathy.

IV. SYSTEM IMPLEMENTATION

The proposed system consists of four
modules. The image data is analyzed using
exploratory  visualization. Then using that
information, required preprocessing of the
images is done. Pre processing of images
extracts the features that causes the disease
and thus increases accuracy. A ResNet
convolutional neural network model is created
and the images are fed into the model for
training. After training, the model is optimized by
hyper parameter tuning. Finally the test data is
used to predict the accuracy of the model in
detecting thoracic disease or not. Performance
analysis is done using loss & accuracy graph,

ROC curve and confusion matrix.



Image Analysis and Visualization:

first step in your data analysis process. Here, you
make sense of the data you have and then figure
out what questions you want to ask and how to
frame them, as well as how best to manipulate
your available data sources to get the answers
you need. You do this by taking a broad look at
patterns, trends, outliers, unexpected results and
so on in your existing data, using visual and
quantitative methods to get a sense of the story
this tells. '

Image Pre-processing:

Sometimes you may find some data missing in
the dataset. We need to be equipped to handle
the problem when we come across them.
Obviously you could remove the entire line of
data but it may lead to removing crucial
information unknowingly which will cause a lot of
errors in the prediction phase. One of the most
common ideas to handle the problem is to take a
mean of all the values of the same column and
have it to replace the missing data.

The library that we are going to use for the task is
called Scikit Learn preprocessing. It contains a
class called Imputer which will help us take care

of the missing data.
Model Creation & Training:

In the proposed method the network will be
implemented for feature and classification though
ResNet proved success in solving problems in
medical imaging. Training very large medical data
having many parameters but limited numbers of
samples has a problem of overfitting can be well
adapted by ResNet. It has reduced the number of
parameters to learn by a simple network to speed
up training on a selective typical value. From the
input image pixels are used directly to feed the
network for image classification.

V. CONCLUSION AND FUTURE WORK

In this work,through a collection of different eye
retina images, we demonstrated how to classify
eye blindness level accurately.The proposed
system showed us that ResNet could aid in the
detection of the diabetic retinopathy disease We
constructed our model using various techniques
such as data augmentation and windowing.In
rural places,due to lack of medical infrastructure
diabetic retinopathy disease is not analysed by
expert doctors.Clinical implementation of this
algorithm can help decrease financial costs
since the algorithm currently utilizes only easily
obtainable clinical data such as fundal
images.The high value of sensitivity shows how
dependable this technology can be for
implementation in real-world scenarios.In future,
we can create a website where anyone can
upload the eye image and get the output in the
form of eye blindness level .This website can be
developed for the public which can be accessed

by everyone.
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Abstract— Personality tests are very important to gauge how a
person impacts his team. Many organizations find it important
to know the persomality of the person before recruiting. The
system introduced here wses a web application to predict the
pervonality of the candidate using machine learning algorithms
applied on the recent tweets and through a psychometric test to
classify a person’s persoaality among the 16 different
personality types as described by Myers Briggs Indicator. This
gives the employer speculstion about how the person will
respond to different situations.

Myer Briggs Personality Indicator scheme is used which bs
composed of 16 pervonality types that are gencrated by the
combination of the following: Extraversion/Introversion,
Sensing Intuition, Thinking Fecling and Judging/Perceiving.
The algorithms used for classification in this system are
Random forest classifier and Gradient Boosting classifier.
These two algorithms are ensembled together using the Voting
classifier. The ensembled model is wsed for predicting the
MBT1 personality type.

Keywords—Personality prediction, Myers  Briggs  Type
Indicator (MBTI)., Random Forest Classifier, Gradient Boosting
Classifier, Tweet analysis, Psychometric test.

I INTRODUCTION

Personality is defined by the how a person reacts under
different circumstances and 1s based on their charactenstic
features. As the process of recruitment is changing,
organizations are concerned about the personality of their
employees. While recruiting people. one of the factors to
consider is the personality of the candidate and their
influence on the team. As a member of a team. recogmzing
one’s colleagues’ personality type may improve the
understanding and appreciation of one another's differences

and can show one how to get along better with them.

Psychologists propose that the personality of a candidate
1s closely related to their performance. their job tenure and
how much involvement they show to their tasks. Hence,
finding the right people with the nght nature helps put nght
people on the nght positions and as a result benefits both the
organization and the candidate
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In the recruitment process, there 1s usually a round where
the nature of the candidate 1s judged through a face-to-face
round This hence vanes according to the iterviewer. In
this system, we use the Myers-Briggs Type Indicator
(MBTI) 1o classify the personality of the candidates. The
system uses machine leaming algorithms Random Forest
Classifier and Gradient Boosting Classifier 1o classify the
candidate into one of the 16 personality types, each of which
1s represented by a four-letter code - ISTJ, ISTP, ISFJ, ISFP,
INFIINEP, INTI INTP,ESTP, ESTJ, ESFP, ESFJ, ENFP,
ENFJ.ENTP and ENTJ

The methods used in this system target forming a
structured personality prediction method that functions in a
uniform way. The proposed system has two methods of
detecting the personality — through a psychometric test and
through the analysis of Tweets. This system. thus aims to
automate the process of filtering the candidates based on the
required personality.

II. LITERATURE SURVEY

Madhura Jayaratne et. al. [1] used HEXACO personality
model that summarizes human personality characteristics in
terms of six dimensions, or factors: Honesty-Humility (H),
Emouonality (E). Extraversion (X), Agrecableness (A),
Conscientiousness (C), and Openness to Experience (O).
HEXACO trait values from textual content were inferred
using natural language processing (NLP) and machine
learning methods through a regression model. They used
Random forest classifier used to classify the degree to which
each characteristic was present. The candidates were given a
psychometric test and based on their answers, the results
were given. The accuracy of the model was calculated based
on whether the candidate accepted their results to be fair or
not

Sandhya Katiar et. al[2] used the Big Five
personality model which represents the five dimensions of
personality that can be used to analyze and predict the
behavior of a person. The big five factors are Openness o
experience. Agreeableness, Extraversion. Neuroticism and



ascientiousness. The  system  uses  three  different
slgonthms 10 predict user behaviors and form a base from
recenved pattem. These three algorithms are the first is Big
Frve Model along with advanced data mining. second is
Support Vector Machine and third is Naive Bayes theorem
They identify user’s personality based on past'mcr Ilistor\.'
and ubt;nned traits partern. The main advantage of this
system 1s that Naive Bayes algorithm combines efficiency
with reasonable accuracy, though it is to be noted that
support vector machine had lower accuracy than Naive
Bayes algonthm.

Yunan Li et. al. (3] proposed a system presents a deep
Classification-Regression Network (CR-Net) for analyzing
pcmngllty. The steps included data preprocessing, feature
extraction using CR-Net and then ETR Regression and this
was used for analyzing big five personality problem. In this
CR-Net takes the ResNet-34 as the backbone network. It
uses the classificaton features for the regression process
towards the end of the network. Finally, features of different
modalities are fused. The final prediction is obtained
through ETR Regression. The noted advantage of this
system is that the divergence between the prediction and
label is small. Also. the system has more robust regression
results. However, it was computationally expensive, time

consuming and sometimes caused over fitting because of

too much dependence on training data.

Aditi V. et al. [4] Kunte used Adaboost algorithm,
Multinodal Naive Bayes and LDA Algorithm to predict the
personality of the candidate. The dataset was created from
the social media platform Facebook and then the text was
tokenized. Pre-processed data is then visualized and applied
to the above-mentioned classification algorithms to the
dataset. result of which classify personality in any one of the
five class labels provided by Big five test of psychology.
The system also provided graphical representation of the
output for easier interpretation. Also, more focus can be
thrown on real-time data which can have significance with
real world. Combining Machine Learning algorithms can be
useful in improving accuracy.

Yash Mehta et al. [S] published a paper where in they
described the different prospects of applying machine
learning algorithms to determine the personality of a person.
They explored the computational datasets, and their
applications in various industries. Also, state-of-the-art
machine learning models for personality detection. This
survey concluded that, most of the current datasets focus on
the Big-Five personality model.

Michael Tadesse et. al. [6] attempted to investigate the
predictability of the personality traits of Facebook users
based on different features and measures of the Big 5 model.
The system used XGBoost algorithm. It improves the
computing power for boosted trees algorithms. This is
because it was developed for achieving highest
computational power and efficiency. Also, LIWC
(Linguistic Enquiry and Word Count Tool) and SPLICE
(Structured Programming for Linguistic Cue Extraction)
linguistic dictionaries were used to improve results.

i METHODOLOGY
A MBTI PERSONALITY TYPES

Myer Briggs Personality Indicator reflects the different
psychological preferences of a person based on the
following categories: Introversion/Extraversion;
Intuition/Sensing;  Thinking Feeling; Judging/Perceiving.

Extraversion/Introversion: Extroverts are action-
oriented people. They generally have excellent outgoing or
social skills. The extroverts feel energized when they are a
part of social gatherings. Introverts are people who are
thought-oriented. They enjoy being alone. They are drawn
towards deep and emotional connections than casual ones.

Intuition/Sensing:  People with a Sensing
personality focus on facts and details. They rely on hands-
on experience. People with Intuition personality focus more
on possibilities. They usually spend time imagining the
future and believe in abstract theories.

Thinking/Feeling: People with a Thinking
personality make decisions that are impersonal and logical
based on facts and objective data. People with a Feeling
personality consider others and their emotions before
making decisions.

Judging/Perceiving:  People with  Judging
personalities make strong and firm decisions. People with
Perceiving personalities make open, adaptable, and flexible

decisions.
B. RANDOM FOREST CLASSIFIER

The Random forest Classifier is a supervised Machine
learning algorithm used for classification and regression by
using decision trees. The Random forest classifier spawns a
number of decision trees for randomly selected samples
from the training dataset. It votes among different decision
trees to make final conclusions
(DSelect random samples from training dataset and generate
a decision tree for that sample
(I Predict results from each decision tress
(IllVote for decision tree using mode
classification and mean in case of regression
(IV)Select most voted decision tree as final prediction.

in case of

C. GRADIENT BOOSTING CLASSIFIER

Boosting is an ensemble technique used to improve the
accuracy of an algorithm. There are so many algorithms
available for boosting accuracy. One such algorithm is
Gradient Boosting Classifier which is also based on decision
trees. This classifier tries to make improvements on the
predecessor by reducing errors. It makes use of iteration
technique and improves the predecessor in each iteration. In
simple words, this classifier ensembles predictions from
decision tree in the previous iteration with decision tree
predictions of current iteration. In each iteration the
discrepancies are reduced to produce accurate results.

D. SYSTEM ARCHITECTURE
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Fig 1. Architecture of the System

The system consists of two modules T'weet based
personality prediction and Psychometnic test-based
personality prediction. Tweet based prediction gets the
twitter handle of a person as input. This page 1s designed
using HTML. CSS The Flask application uses the necessary
packages to extract the recent tweets of that person and
predicts their MBTI personality. A model ensembled from
Random forest and Gradient Boosting classifier models is
used for prediction

T'he other module- Psychometric test-based personality
prediction aims to collect the way a person would respond
to certain scenanos Those answers are converted to textual
statements and the MBTI personahity type 1s predicted using
the model trained with Random Forest Classifier and
Gradient Boosung Classifier
The trained models are generated using textual dataset. The
dataset contains a collection of tweets and their respective
MBTI personality type

Iv. SYSTEM IMPLEMENTATION

A DATA PROCESSING

Dataset vectorization 1s the process of transforming
the data into numerical values that can be understood by the
machine leaming model. The textual data is converted into
numerical entries in the matrix form. In this system. count
vectorization technique 1s used to vectorize the data. In
count vectorization. a document term matrix is generated.
The term matrix contains a set of variables that indicates if a
particular word appears in the data. For each word, a
column is assigned. As a result, a sparse matrix is generated.
In this system, the vectorization module is the same for both
the psychometric test and tweet analysis modules. The
vectorized data is stored in the form of pickle files so that it
can be used while making predictions.

B. ALGORITHMIC MODEL

The steps involved in generating the machine learning
model is as follows -
(I) The vectorized data is split into test data and training
data.
(IT) These are then passed into the Random Forest
Classifier. The model is fitted with labels and features.

(IIT) The same process is ted again for Gradient
Boosting Classifier. e

(IV) Using Voting Classifier, both the fitted models are
ensembled. Prediction is done using the test data and the
generated model is stored as pickle files.

(V) The trained model can be then used for making
predictions.

C. WEB APPLICATION

The machine learning model is deployed using a Flask

based web application. On the front end, HTML, CSS,
JavaScript and W3CSS are used. On the backend, Flask
framework is used. The logic of the system is coded in
Python. The web application includes a home page where
the details of the personality classification are given. Then
the option to take the psychometric test and the tweet
analysis is displayed. Upon selecting the psychometric test,
the user is given a form and the response is passed to the
server. The response is then used to predict the personality
using the machine learning model generated and the result is
displayed. Upon the selection of tweet analysis, the user is
prompted to enter the twitter handle, which is then sent to
the server. Once the result is predicted, it is displayed to the
user.
The twitter handle submitted by the user is used to uniquely
identify the twitter account. The tweet extractor uses a
twitter APl with consumer key. consumer secret key, access
token and secret access token which is assigned to the
developer at the time of creation of the API. The tweet
extractor scrapes up to 100 tweets from the user’s account,
normalizes it and the cleaned data is used by the predictor.

Fig 2 Home page of the web application
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e Random Forest Classifier used in this system gave an
1% . of 64%. The Gradient Boosting Classifier used in

fov)
7 o gave an accuracy of 66%. When the two models
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ensembled together using the Voting Classifier, the

wet€ ;
-curacy the resultant model yielded was around 65%.

RandorforestClassifier

accuracy of train set: 1.8

accuracy of test set: 8.6489221962017291
Gradient Boosting Classifier

accuracy of train set: 0.9707492795389849
accuracy of test set: 0.6605187319884727

Ensesbled Classifier

accuracy of train set: ©,9857348703170029
accuracy of test set: 0.652449567723343

Fig 7 System results
VI, CONCLUSION AND FUTURE WORK

A system has been developed that effectively predicts the
personality of the user according to the Myers Briggs Type
Indicator using random forest classifier and gradient
boosting classifier. The classification was done in two ways
_ through a psychometric test or through the analysis of
tweets. This system can be used in the recruitment process
to identify the personality of the candidates and select them
based on the requirements of the team.
Certain points of improvements on both technical and
aesthetic fronts can be achieved in the future. The
used in this project can be updated to better and

algorithms
y come up as technology

more accurate ones which ma
advances. Combinations of various algorithms can be
studied to achieve highest accuracy. Furthermore, the
dataset can be extended to improve the accuracy. The
additional functionality of scraping Facebook comments or
statuses to predict the personality can be added. Such
features and improvements can make the system more

efficient.
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LOST CHILD RECOVERY SYSTEM USING
FACE RECOGNITION

In India a countless number of children are reported missing
cevery year. Among the missing child cases a large percentage of
children remain untraced. This project is used to recover the lost
child to their parents by displaying their information. Its been
tedious to manually search the documents and get the
information of the child. This project aims to reduce the time to
search the details of the child whenever the child is been reported
to the police station by a stranger.

This project avoid the traditional method of training the dataset
-Normally,training of images needs hundreds of picture for single
child which ends up in occupying large space.This project
optimises the space by using special face recognition extraction

feature which normally requires once or two images to classify a
child.

Keywords— Missing child identification, face
recognition,dlib,cmake,svim

1.INTRODUCTION

When a child is found, the photograph at that time is matched
against the images uploaded by the Police/guardianat the time
of missing. Somctimes the child has been missing for a long
time. This age gap reflects in the images since aging affects
the shape of the face and texture of the skin. The feature
discriminator invariant to aging effects has to be derived.

This is the challenge in missing child identification compared
to the other face recognition systems. Also facial appearance
of child can vary due to changes in pose, orientation,
illumination, occlusions, noise in background etc.

The image taken by public may not be of good quality ,as
some of them may be captured from a distance without the
knowledge of the child. Each face image corresponds to a
child and child face recognition is considered as an image
category classification problem. The task is to classify input
image uploaded by the public into one of the given category
based on the image representation. Basically CNN architecture
consists of computational layers for feature extraction and a
classifier layer at the final stage. The VGG-face CNN model
employs the softmax activation function for labeled class
prediction, suggesting the class each image belongs to. The
softmax in the CNN layers is replaced with a multi class SVM
trained with feature vector array from each image. One-
versus-rest lincar SVM classifier is used and is trained on the

dataset. Extracted feature vector array is used to train this
classifier

ILRELATED WORKS
In[2],The project is about identifying a specific person by

).

detecting their faces from images or videos.In this paper
the accuracy and performance of three conventional neural
network such as VCC,

In [7],Here the problem of classification within a medical
image dataset based on a feature vector extracted. from the
deepest layer of preprocessed CNN .This uses feature vector
from several trained structures.

In[8],This system consist of two parts entry and exit
monitoring .The basic idea introduced each child using real

. time face detection algorithm.

III WORKFLOW OF FACE RECOGNITION

Here we propose a system to identify the missing child by
using the facial features. To easily identify the face in a given
image, we are using dlib to locate the face on a given image.
While the 68-point detector localizes regions along the eyes.
eyebrows, nose, mouth, and jaw line, the 5-point facial
landmark detector reduces this information to 2 points for the
left eye,2 points for the right eye and 1 point for the nose. The
dlib is used to find the face in the given image.

For the smooth working of dlib,we used cmake for
correctly identifying the face. CMake is used to control the
software  compilation process using simple platform  and
compiler independent configuration files, and generate native
make files and workspaces that can be used in the compiler
environment of your choice.

Input Image

| 3
J Tiaeung J Preprocessing * Feature extraction . » Uassification
|
| .
|
| 1o

o Preprocessing + Trained mode

Display ng details

Fig 1. Architecture of lost child recov ery system

In this system we will have a database that consist of
musing's children images and information reported by the
parents at the time of missing. Face recognition has been
helpful in identifying the child with less number of data than

o |
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onventional method of training images.This system
Juires one or two images for each child which reduces space

| a greater extent.When the child is been found by a stranger
they would report the child to the police station .Here thé
software enables the user to upload the picture of the child. If
a matching is found in the repository,the system displays the
most matched photo.Along with the image of the child ,it

displays the details of the child's parents like phone number
and address which would be further used to contact the child's
parent.

IV. SUPPORT VECTOR MACHINE

Support Vector Machine is a supervised classification
algorithm where we draw a line between two different
categories to differentiate between them. SVM is also known
as the support vector network.. In that case, the hyperplane
dimension needs to be changed from 1 dimension to the Nth
dimension. This is called Kemel. To be more simple, its the
functional relationship between the two observations. It will
add more dimensions to the data so we can easily differentiate
among them.

Support vector machines (SVMs) are formulated to solve a
classical two class pattern recognition problem. We adapt
SVM to face recognition by modifying the interpretation of
the output of a SVM classifier and devising a representation of
facial images that is concordant with a two class problem.
Traditional SVM returns a binary value, the class of the
object. To train our SVM algorithm, we formulate the problem
in a difference space, which explicitly ~captures the
dissimilarities between two facial images. This is a departure
from traditional face space or view-based approaches, which
encodes each facial image as a separate view of a face.

For non-linearly separable plane, data are input in an input
space which cannot be separated with a linear hyper plane. So,
we map all the points to feature space using 25 specific type of
kernel, in order to separate the non-linear data on a linear
plane. After separating the points in the feature space we can
map the points back to the input space with a curvy hyper
plane. The following figure demonstrates the data flow of

SVM

_ The SVM algorithm
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Fig 2.Support Vector Macﬂiné algorile.
V. PREPROCESSING

Dete'cting facial landmarks is asubsetof the shape
prediction problem. Given an input image (and normally an
ROI that specifies the object of interest), a shape predictor

2

attempts to localize points of interest along the shape. In the
context of facial landmarks, goal is detect important facial
structures on the face using shape prediction methods. A
training set of labelled facial landmarks on an image. These
images are manually labelled, specifying specific x, y-
coordinates of regions surrounding cach facial structure.
Priors, of more specifically, the probability ~ on
distance between pairs of input pixels. Given this training
data, an ensemble of regression trees are trained to estimate
the facial landmark positions directly . from the pixel
intensities themselves (i.€., no “feature extraction” is taking

place).
V1. DLIB'S FACIAL LANDMARK DETECTOR

ed facial landmark detector inside the dlib library
is used to estimate the location of 68 (x, y)-coordinates that
map to facial structures on the face. These annotations are part
of the 68 point iBUG 300-W dataset which the dlib facial
landmark predictor was trained on. It’s important to note that
other flavors of facial landmark detectors exist, including the
194 point model that can be trained on the HELEN dataset.
Regardless of which dataset is used, the same dlib framework
can be leveraged to train a shape predictor on the input
training data — this is useful if you would like to train facial
Jandmark detectors or custom shape predictors of your own.

The pre-train

VII. RESULTS AND DISCUSSIONS

The face identification algorithm is implemented using
PYCHARM platform. The experiments are carried on
Microsoft Windows 7, 64 bit Operating System with Intel
core i7, 3.60GHz processors having 32GB RAM. For dealing
with CNN architectures additional processing ~ capability is
needed. The user defined database includes child face images
with uniqué children cases. Training and test set is prepared by
splitting the database images. The training set and validation
set consists of images of each child in the earlier days and
testing is done with images of children after an age gap to
evaluate the system in all conditions. CNN implemented with
deep integration of CNN building blocks. The training set
images are preprocessed to the size specified by the CNN
architecture before passing to the CNN model. The face region
is cropped from every image of the acquired input database.
The images are fed .The activations to the input image
produced by the first fully connected layer of the VGG-Face
network architecture is taken as the CNN Feature descriptor.
The normalized feature vector is used for training the SVM
classifier for classifying the image of face and recognizes the
child. Face identification accuracy is computed as the ratio of
correctly identified face images to the total number of child
face images in the test set.The computed recognition accuracy
of the multi class SVM using learned features from CNN is

99.41%
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Abstract—By all the aspects, 2016 was the year of chat
bots. Some of the critics argued that it will replace the use of
websites and apps. Buf it still has a long way to go.Chat bot or
Intelligent Conversational Agent development using Artificial
Intelligence or Machine Learning technique is an interesting
problem in the field of Natural Language Processing. In many
research and development projects, they are using Artificial
Machine

Intelligence, Learning algorithms and Natural

Language Processing techniques for developing
conversation/dialogue agent. Their research and development is
still under progress and under experimentation. These virtual
agents are adopted by businesses ranging from very small start-
ups to large corporations. There are many chatbot development
frameworks available in market both code based and interface
based. But they lack the flexibiliiy and usefulness in developing
real dialogues. The proposed idea is to create a medical chatbot
using Artificial Intelligence that can diagnose the discase and
provide basic details about the disease before consulting a doctor
-To reduce the healthcare costs and improve accessibility to
medical knowledge the medical chatbot is built. Certain chatbots
acts as a medical reference books, which helps the patient know

more about their disease and helps to improve their health.

Keywords-dataset, natural language processing, artificial

intelligence
I. INTRODUCTION

A chatbot is a piece of software that conducts a conversation
with users via auditory or textual methods.A medical chatbot
facilitates the job of a healthcare provider and helps improve their

performance by interacting with users in a human-like way. There are

PRADEEPKUMAR A
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Meenakshi Sundararajan Engineering College
(Affiliated to Anna University)
Chennai, India
pradeepsgfi04@gmail.com

countless cases where intelligent medical chatbots could help

physicians, nurses, therapists. patients, or their families.

1L RELATEDWORKS

A. ARTIFICIAL INTELLIGENCE:

Artificial intelligence (Al) is the ability of a computer program or
a machine to think and learn. It is also a field of study which tries to
make computers "smart". As machines become increasingly capable,
mental facilities once thought to require intelligence are removed from
the definition. Al is an area of computer sciences that emphasizes the
creation of intclligent machines that work and reacts like humans.
Some of the activities computers with artificial intelligence are
designed for include: Face recognition, Learning, Planning, Decision
making etc.Artificial intelligence is the use of computer science
programming to imitate human thought and action by analyzing data
and surroundings, solving or anticipating problems and learning or

sclf-teaching to adapt to a variety of tasks.

B. NATURAL LANGUAGE PROCESSING:

Natural language processing (NLP) is a branch of artificial
intelligence that  helps  computers  understand, interpret and

manipulate human language. NLP draws from many disciplines,
including computer science and computational linguistics, in its
pursuit to fill the gap between human communication and computer
understanding. While natural language processing isn't a new
science, the technology is rapidly advancing thanks to an increased
interest in human-to-machine communications, plus an availability

of big data, powerful computing and enhanced algorithms.

C. EXISTING SYSTEM:
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apnystetim i a chnical environment. in order to overcome the

aentioned limitation of biased interaction between the user and the

software The cluster — computing facility is provided by Databricks

where a cluster of servers allows cluster-computing over the Spark
framework. The chat-bot application is implemented by the Watson

Conversation Service, designed and trained vig the Bluemix platform.

It is designe : sly interact  wi

gned 1o autonomously interact with the user by
understanding natural language in a chat and acting as a human
physician. It is made of difterent modules to provide secveral

advanced eHealth services through an intuitive chat application.

D. PROBLEM STATEMENT:

Most of the government hospitals in india do not
have doctors working at regular hours to attend patients. so
we can use this chat bot that diagnose the disease and
provide basic details before consulting a doctor.

II1. SYSTEM ARCHITECTURE

Lser Text Gireetines Started quenes relaed |
Chat Lo user | 7IHE.,L|]|] e

Symptoms

Symptoms Symploms
clanfication mapping

Svmproms
wdentified

e

suggestion

I-nd off
Conversation

Il

This flow diagram shows that once user text chat is open,
system will start the conversation through greetings. After that
starting sequence of queries related to user’s answers. System
will give the symptoms suggestion to user for system
clarification and automatically system will map the accurate
symptoms. Then finally identified the disease whether it is
severe or mild disease and given solution to that disease to user

also given the doctor’s contact details

v .PROPOSED SYSTEM

In the proposed system the user dialogue is a linear design
that proceeds from symptom extraction, to symptom mapping, where
it identifies the corresponding symptom, then diagnosis the patient
whether it’s a major or minor disease and if it’'s a major one an
appropriate doctor will be referred to the patient, the doctor details
will be extracted from the database, the user will be identified by the
login details which is stored in the database. Chatbot’s dialogue
design is represented using finite state graph. In order to achieve an
accurate diagnosis, the logic for state transitions are made, natural
language generation templates were used, and system initiative to the

user and get responses from the user. Besides its greetings and

goodbye states, our agent has three main conversational phases:
acquisition of basic information, symptom cxtraction, and diagnosis.
Our bot starts off by asking about the user’s email and password for
login and then enters a loop of symptom extraction states until it
acquires sufficient information for a diagnosis. Users have the option
of entering the loop again to talk to the doctor about another set of
symptoms after recciving their first diagnosis and another option is
that the user can view their history of chats about what they have
discussed.

V. SYSTEM IMPLEMENTATION

The system here is divided into three modules as listed below:

1. Dataset

ii. Users

i Webchat

v Suggestion and clarification
v Prediction

MODULE 1: DATASET COLLECTION

Datasets are collected from medical field which include kind
of discase and related symptoms. And also, more added Doctors
names, contact number recommended for severe stage of health

problems. Dataset are collected and save in .xml file, which 1s stored

in local drive.

MODULE 2: USERS

These are the users of the system. Users can be both patients
and doctors. Patients can interact with the system to know about their
health conditions, to book an appointment with any specialist, etc.
Doctors can interact with the system to view their appointments for a
particular date.
MODULE 3: WEB TEXT CHAT

This is the module where the actual chat takes place. This is
the module through which the users interact with the system. All the

information which are retrieved from the database are displayed here.

MODULE 4: SUGGESTION AND CLARIFICATION
This is the module which will process the queries of the user
using string search algorithm. This module will analyse all the

symptoms mentioned by the patient and classify whether it is a major
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MODULE 5: PREDICTION
The system will predict, what kind of discase you might

have and given Doctors contact details for severe health problems
otherwise suggest take rest.

» Person face recognition from given input image

#  To capture the faces from given video for training purpose

# To build a model for training process

~  Implementation of person faces re-identification by haar

cascade classitier

a EN T EEER N

V1. CONCLUSION AND FUTUREWORK

CONCLUSION:

From the review of various journals, it is concluded that,
the usage of Chatbot is user friendly and can be used by any person
who knows how to type in their own language in mobile app or
desktop version. A medical chatbot provides personalized diagnoses
based on symptoms. In the future, the bot’s symptom recognition and
diagnosis performance could be greatly improved by adding support
for more medical features, such as location, duration, and intensity of
symptoms, and more detailed symptom description.  The
implementation of Personalized Medical assistant heavily relies on
Al algorithms as well as the training data. At last, the
implementation of personalized medicine would‘successfully save
many lives and creatc a medical awareness among the people. As
said before, the future era is the era of messaging app because people
going to spend more time in messaging app than any other apps.
Thus medical chatbot has wide and vast future scope. No matter how

far people are, they can have this medical conversation. Although it

i3 some cons such as sometimes it may give some irrelevant reply to
the patient or sometimes it may happen that the bot may provide some
solution that the user couldn’t believe Adding more quality data will
further improve performance. Also, the training model should be
trained with other hyper — parameters and different dataset for further
experimentation. This was an attempt to experiment with Deep Neural
Network for dialogue generation inorder to develop intelligent
chatbot. The efficiency of the chatbot can be improved by adding

more combination of words and increasing the use of database so that

of the medical chatbot could handle all types of diseases

FUTURE ENHANCEMENT:

In the future, the bot’s symptom recognition and diagnosis
performance could be greatly improved by adding support for more
medical features, such as location, duration, and intensity of
symptoms, and more detailed symptom  description. The
implementation of Personalized Medical assistant heavily relies on Al
algorithms as well as the training data. At last, the implementation of
personalized medicine would successtully save many lives and create
a medical awareness among the people. As said before, the future era
is the era of messaging app because people going to spend more time
in messaging app than any other apps. Thus medical chatbot has wide
and vast future scope. No matter how far people are, they can have
this medical conversation. The only requirement they need is a simple
desktop or smartphone with internet connection. The efficient of the
chatbot can be improved by adding more combination of words and
increasing the use of database so that of the medical chabot could

handle all type of diseases. Even voice conversation can be added in

the system to make it more casy to use.
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Abstract— This paper elaborates the implementation of blockchain
technology in developing an electronic voting system. The usage of
blockchain will ensure utmost transparency and security as
compared to the traditional methods. The distributed ledger system
is used to design a synchronized model for maintaining the voting
records. This paper discusses the benefits of using blockchain to
eliminate the forgery in votes in the voting process. Blockchain
expresses its effectiveness by achieving a peer to peer verifiable
voting system. An admin will contain all the details of the voting
process. The voters will be able to cast their votes in a secure way.
The votes will then be counted and displayed by the admin. The
electronic voting system using blockchain will ensure security and

prevent the tampering of votes.

Keywords— Blockchain, Distributed ledger system, Electronic

voting system

I INTRODUCTION

Voting is very much important for every citizen as it
exercises his or her right. The entire voting process should be
conducted with utmost security and the tampering of votes
should be avoided. The goal is to minimise the costs and to
provide full security during the voting procedure.
Replacing the traditional methods with a brand new election
system is important to make the voting process traceable and
verifiable.

To overcome all the limitations in the traditional methods
blockchain technology is used to store the records and to
provide full efficiency and accuracy. Blockchain is one of the
emerging technologies with strong cryptographic foundations
enabling applications to leverage these abilities to achieve
fullest security solutions. A Blockchain resembles a data
structure which maintains and shares all the transactions
being executed through its genesis. It is primarily a distributed
decentralized database that maintains a complete list of
constantly germinating and growing data records secured
from unauthorized manipulating, tampering and revision.

Repository allows every user to connect to the network, send
new transactions to it, verify transactions and create new
blocks. Each block is assigned a cryptographic hash (which
may also be treated as a finger print of the block) that remains
valid as long as the data in the block is not altered. If any
changes are made in the block, the cryptographic hash would
change immediately indicating the change in the data which
may be due to a malicious activity. Therefore, due to its strong
foundations in cryptography, blockchain has been
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increasingly used to mitigate against unauthorized transactions
across various domains.

The content of this paper is divided into five sections. In the
first section, the background is introduced along with the
motivation and purpose of this paper. In the second section, the
technology and documents that are related to this paper are
mentioned. In the third section, the structure of the system built
in this paper is explained. In the fourth section, the
construction of the system is presented in detail. In the last
section, conclusions are made along with future enhancement
possibilities.

11. RELATED WORKS

A. BLOCKCHAIN:

Blockchain is a technical solution for storing, verifying,
transmitting and communicating network data based on
cryptography[3]. The core concept is to rely on
cryptographic and mathematical decentralized algorithms.
Blockchain can make participants reach a consensus without
the intervention from the third party. This can solve the
problem of lack of trust and unreliable value delivery.
Through a public key, both of a private key, which are
generated through asymmetric encryption, and the account
address, we can perform a transaction or transmit data on
the blockchain. The transaction on the blockchain is verified
by every block on the blockchain instead of the third party.

After a block verifies the transaction addresses,
transaction messages, and the source of cryptocurrency, it
will push them to other nodes for verification. Once the
transaction is confirmed by all nodes on the blockchain, the
transaction data will be recorded in the block. The
transaction record can't be changed and has full anonymity.
Each transaction will produce a unique hash value, and each
block header contains the previous block hash value, which
connects all blocks and forms a chain.

Compared with the traditional financial transaction
systems, which has to rely on trusted or guaranteed
third-party organizations, the blockchain effectively
implements the process of decentralization and combines
the network to ensure that transactions are collectively
maintained and verified by each node and that transaction
records are confirmed([1].



B. ETHEREUM:

Ethereum is an open source platform and a public
blockchain which functions on smart contracts. In addition
to the usual cryptocurrency transactions[4].Ethereum
features a decentralized Ethereum Virtual Machine (EVM)
to deplo_y and apply smart contracts. In addition to mainly
conducting cryptocurrency transactions, Ethereum also
provides environmental constructions of private
blpckchains and multiple blockchains for testing, such as
Rinkeby and Ropsten etc., which provide developers with
different environments for testing and development.

C. SMART CONTRACTS:

A smart contract is a piece of code which can be written
in Solidity, Serpent, etc., and run on the blockchain[7]. The
smart contracts are helpful in eliminating the need of a third-
party such as a bank which handles money transactions
between two parties. Smart contracts permit trusted
transactions and agreements to be carried out among
disparate, anonymous parties without the need for a central
authority.

D. REMIX IDE:

Remix IDE allows developing, deploying and
administering smart contracts for Ethereum like
blockchains[2][6]. It can also be used as a learning
platform. Remix is a Solidity IDE that's used to write,
compile and debug Solidity code. IDE stands for Integrated
Development Environment and is an application with a set
of tools designed to help programmers execute different
tasks related to software development such as writing,
compiling, executing and debugging code.

E. NODE JS:

Node js is a platform built on Chrome's JavaScript runtime
for easily building fast and scalable network

applications. Node. js uses an event-driven, non-blocking
1/0 model that makes it lightweight and efficient, perfect
for data-intensive real-time applications that run across
distributed devices[5]. All APIs of Node.js library are
asynchronous, that is, non-blocking. It essentially means a
Node.js based server never waits for an API to return data.
The server moves to the next API after calling it and a
notification mechanism of Events of Node.js helps the
server to get a response from the previous API call. Being
built on Google Chrome's V8 JavaScript Engine, Node.js
library is very fast in code execution. No Buffering —
Node.js applications never buffer any data. These
applications simply output the data in chunks.

F. JOQUERY:

JQuery is a fast and concise JavaScript Library created by
John Resig in 2006 with a nice motto: Write less, do more.
jQuery simplifies HTML document traversing, event
handling, animating, and Ajax interactions for rapid web
development[8]. jQuery is a JavaScript toolkit designed to
simplify various tasks by writing less code. The jQuery made
it easy to select DOM elements, negotiate them and modifying
their content by using cross-browser open source selector
engine called Sizzle. The jQuery offers an elegant way to
capture a wide variety of events, such as a user clicking on a
link, without the need to clutter the HTML code itself with
event handlers. The jQuery helps you a lot to develop a
responsive and feature rich site using AJAX technology. The
jQuery comes with plenty of built-in animation effects which
you can use in your websites. The jQuery is very lightweight
library - about 19KB in size. The jQuery supports CSS3

selectors and basic XPath syntax.

ML SYSTEM ARCHITECTURE
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Fig 1. System Architecture
The system illustrates the implementation of blockchain in the
electronic voting system. It is an efficient and cost-effective
way for conducting a voting procedure, which has a
characteristic of accepting magnanimous data in real time and
requesting high safety. We design a synchronized model of
voting records based on distributed ledger technology to avoid
forgery of votes. Firstly, a smart contract is created using
Solidity 0.4.0. A contract is deployed and the requires users are
generated. The smart contract created is connected with html
using js and jquery to develop a portal. An admin is chosen and
he/she will be having all the details of the entire election
process. The required modules are set namely adding the name
of the election and getting the information of the candidates
and the voters. The initial votes are set as null depicting that
the voting process has not started. The voters are authorized
with a hash address and they can enter the portal only by
giving their valid hash address. The voting status of the voters
will be specified. Every voter can vote only once. If the voter’s
authorization process is false the voter cannot vote. The admin
will then login into the portal and get the results of the election.

Iv. SYSTEM IMPLEMENTATION
In the system construction, we use solidity to write and test the
smart contracts. The smart contract is connected with html
using js and jquery. We incorporate the Ethereum platform to
implement this voting system by running the code in Remix
IDE. The following are the modules used in the system and
their associated processes.

A.CREATE ELECTION:

A module called create election is developed to create an
election that will get the votes and help in the contesting of the
election.

B.ADD CANDIDATE:
This module will add the candidates who are contesting the

elections. Each candidate will be added only once.

C.ADD ELECTION NAME:
The election name will be displayed i.e, the candidates and
voters will be part of the specified election.

D.GET AUTHORIZED VOTERS:

Only authorized voters can cast their votes and tampering of
the votes will not take place. Voters will not be able to cast
their votes more than once.

E.GET AUTHORIZED CANDIDATES
Only authorized candidates will be able to contest the
elections.



" gpispPLAY LEADING CANDIDATE
" The leading candidate will be displayed once everyone has
cast their votes. This can be accessed by the admin.

The admin will first enter into the portal through his/her
unique hash address. The following modules will be filled
accordingly. The voters will then cast their votes for the
required candidates through their unique hash address. The
admin will then be able to see the results of the voting
process.
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Fig 7. Casting votes

V. CONCLUSION AND FUTURE WORK
An electronic voting system is created by using blockchain
technology that will ensure high levels of security and
transparency. The blockchain technology will maintain the
records that will be accessed by the admin easily and
efficiently. The tampering of votes will be avoided and the
entire process is faster and cost effective.
In the future, this voting system can be further enhanced
by incorporating cryptographic algorithms that will
provide more security.
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dhstract—  In this project, we plan to conjecture the conceivable
mumber of posstive instances of Coronavirus utilizing different Al
calculznons The  expectation will be  fimshed  utilizing  the
accompanying boundanes such as the quantity of recuperated
cases.every day positive caves,also the number of perished cases An
mformation driven anticipating technigue has been utilized to assess
e concevable number of positive mstances of COVID-19

Aeywords:Linear regression,Least absolute shrinkage and selection
aperator Support vector machine, Exponential smoothing

L INTRODUCTION

Al (ML) based determining components have demonstrated their
imporiance o cxpect in penoperative results to improve the dynamic
on the future course of activities. The ML models have for quite
some ume been utilized in numerous application arcas which
required the recogmizable proof and prioriization of unfriendly
factors for a danger Al (ML) based determining components have
demonstrated thew importance 10 expect in perioperative results to
umprove the dynamuc on the future course of activities The ML

! for guite somc time been utilized in numerous
spplacstion arcas whach required the recognizable proof and
priortzation of unfnendly factors for a danger

Thas cxamenation plans (0 give an carly estimate model to spread
of novel Covid, World Health Organization (WHO)  Coronavirus is
# of now un mense danger 1w was human exisience cverywhere on
the world Toward e finsh of 2019the mfoction was first
distrguushed 1 3 oty of China considered Wuhan when  an
enormous number of individusls crested wde effects 1t diversely
sffects the human bodyncloding cxtreme intense  respirston

wAdwr wd fever which c3n st lagt prompt patung i an
exceptionaity bref lomgth Hundreds of thousande of individuals are
nflsonced by thes pardormc all through the world with a latge
murnber of desth senous comang day To wilh comtnbuting with the
current humse cmorgoncy out endesvor s Ihis evamunation i 1o
buikd up sn etlcipsting frameeork for COVIDAY The eatimating i
sccomplished for the Bwee significant factore of the ilinese for
coming days taking into account the number of positive death and
recovered cascs This jssue of estunating has been cotvudored ae a
relapse 1ssuc in this examunstion, so Ihe ivestigalion s based
ML models such as linear rogression (1R, least stsolute shrnbage
and selec-tion operstor (LASSO), support vector macbine (5VM)
andexponental smoothing (FS)
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The substance of this paper is solated mto five soctions Jn e fars
sectionthe foundation 15 presented alongude the mspurataos wd
motivation behind this paper In the seagnd section the innosvation and
reports that are identified with this paper are mentioned 1o the Suand
sectionthe design of the framework worked m this pape ®
explained.In the fourth section,the development of the framework »
introduced in detail In the last section conclusions are made slongsuds

future upgrade prospects

1L RELATED WORKS

MATERIALS AND METHODS:
Dataset:

The goal of this rescarch is to forecast COVID- 19 ‘potential
distnbution with an emphasis the number of positive aew cvests,
mortality and recovenes. Data from Kaggle was collected

Supervised Machine learning modeh,

thm“awwmmnp\u »
regulated leamning mode! can foresee

The regressor 18 usod for the regrossson model A fovecast for
unpredictable entranty of tost data 1 e generated @ e gusbfand
model For the development of prodsctive models, Regrossson
technsques and classfication algonthems stady mothod wead hary s
this COVID 19 prodiction smalvas  regresseon modeh of foe a
usedd
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The difference between the particular values and also the values ‘

predicted should be minimum to form sure that this minimising

problem 15 presented: o

machine study
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Minimize . )
inimize ; (pred, — yi)

here, g, which is the mean root square of the expected value for y
(predit) and y (y1), n 1s the cumulative number of data points. g is

citlled the cost function

Lasso:

LLASSO may be a regression model that’s a part of a lincar regression
method that uses shrinkage. Shrinking means reducing the acute data
sample values to the key values during this case. This strengthens
and stabilises LASSO and reduces the error by the shrinking process
For multi-lincar situations, LASSO 1s taken into account a more
fitting model. LASSO thus makes the regression smoother in terms
of the quantity of functions it uses. It uses a style of regularisation to

penalise additional tasks automatically.

However, the LASSO regression tries one at a time, because it
doesn't add importance of zero if the new function wouldn't boost the
penalty term's fit therewith function. the facility of regularisation is
therefore to automatically pick for us by adding the penalty for extra
functions. Therefore, during this case of regularisation the models
become sparse with few coefficients because the mecthod removes
values are zero. This regression LASSO acts to scale back the
coefficient, which may be known by the square residual f slope),
where, B slope could be a concept of penalty.

Support Vector Machine:

The SVM may be a sort of ML managed algorithm for reverse and
regression classification. The SVM regression depends on a range of
statistical functions as a non parametric technician. The set of the
kernel function converts data input into the shape you wish. so as to
beat regression problems employing a linear function, SVM maps the
vector(x) input(s) within the n-dimensional space called the function
space(z) when coping with non-linear regression problems. After
linear regression is implemented within the space, non-linear
mapping techniques are used for this mapping. Put the concept into
an ML context employing a number of observations with y from a
multivariate training dataset (x) to N. The goal is therefore that the
worth of £ (%) with (Rrf) because the minimum standard values is
found as flat as possible. The dilemma then blends in with the
minimization function. If the worth of all residues isn't greater than p,

as within the following equation:

Predictions are rendered supported data from previous times of
exponential family smoothing techniques. As previous data findings
grow old, their effect declines exponentially[11,12]. The weights are
therefore geometrically reduced to the various lag values. Particularly
for uni-variate may be a statistic provision. Ft | is that the preview

The prediction i .

p c 'dgmuwme_l 1s as fol‘;o“ Ft 1 is that the real value within the
recedin frame, during which Ft [ i

within the prediction, g is that the first moment

Evaluation Parameters:

The ‘pcd'onna_ncc of every leaming model is evaluated within the R2
scoring, Modified R-Square (R2), MSE, Mean Absolute Error (MAE)
and Root Means Square Error (RMSE). during this analysis, the
performance of each learning model is evaluated.

>
R-squared score:

The R-square (R2) score for efTective regression models may be a
statistical'measure. These figures show the share of difference between
the dependent and also the variable quantity. it's important to simply
quantify 0-100 percent between the dependent differ and therefore the
regression model. We may verify the fitness of the trained models with
the R2 scoring afier the regression models. The R2 scoring reveals that
the info points round the regression are spread, often mentioned
because the dissuasive component. Its ranking also varies between 0%
and 100%.

The response variable is shown by 0 per cent as a results of the mean
explained by the model, and 100 per cent as a median uncertainty of
the solution variable. The high R2 value represents the consistency of
the model learned. R2 may be a linear formula describing the

proportion of disparities.

Adjusted r-squared score:
L 2
A transformed R2 shape is that the Adjusted R-square (R2). This
shows, like R2, the quantity of features within the forecast that the
latter will adjust. The minimum normal value of f(x) with (Brf8). But
this can be the trend. For R2, the amount of latest features has grown.
this can cause an improvement if the new functions for the predicti¢=
model are helpful. However, once the new characteristics are added,
their value would plummet. The sample size is n and also the sum of

independent regression parameters is k.

Mean Absolute error (mae):

This is the common of the test results between the model projections
and also the obscrved statistics of equal weight for all variations. The
matrix range ranges from zero to endlessness, and fewer scores
demonstrate the goodness of learning models, so it's also brought up as

negative scores
Mean square error (mse):

Another way of calculating regressive models output could be a
medium-square error. MSE takes and squares the regression line data
points. Squared is critical if the negative sign of the worth is omitted
and greater weight is given to greater variations. The lower the
medium defect, the closer you discover the higher match.

Root mean square error (rmse) :

A standard deviation from the expected error is also set to RMSE. The
source applies to a square failure. forecast error are notorious as
residue because the space among finest match lines and real data
points. Thus, RMSE tests the simplest fitness of the particular data
points. RMSE is For the MSE root, this can be the subsequent error

rate.
IIL.SYSTEM ARCHITECTURE

The patient’s data set is taken from kaggle.Only the rvlutvant (Faln is
processed further These data scts are processed using the following
machine language techniques such as Lincar Regression(LR) ]
Algorithm,Least absolute shrinkage andaselection operator(LASSO)
Algorithm, Support vector machine(SVM) Algorithm and Exponential
sroothing(1:8) Algorithm Based on the three important factors that
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The first step is to analyse the dataset to find out whether they are
relevant and the correct input for the system.Then they are processed
by the four machine learning techniques such as Linear
Regression(LR) Algorithm,Least absolute shrinkage and selection
operator(LASSO) Algorithm,Support vector machine(SVM)
Algorithm and Exponential smoothing(ES) Algorithm.

Secondly.based on the number of positive cases,the number of
negative cases and the number of death cases,the output is generated
predicting the future of Covid-19 cases.

Finally,a estimated comparison is made to find the accuracy from
the four machine learning techniques. These are the modules present
in the framework and its related cycles.

A.ESTIMATION PROCESS:

In different control stages, the Basic reproduction number changes
greatly and it affects the intensity of control directly. In addition, the
incubation period of the virus affects the speed of transmission
directly. These two parameters need to be estimated. Current
literature shows that the uncontrolled Basic reproduction. Therefore,
we chose the valuation range in the corresponding range. For the
controlled Basic reproduction number, the range of valuation was
selected in the range of [0, 1.5].

B.DATA-DRIVEN METHODS TO PREDICT COVID-19:

re::;cga'm Ihas‘ becfl used (whcp the first case of COVID-19 was
) Lin India) with 80% data is used for training and rest 20% for
orecasting and validation purposes, The resulting plot showing the
totfll.numbcr of confirmed cases, the observed data is the data used for
trtu{ung purposes, official data (green linc) indicates the official data
available and forecasted data indicates the forecast of a total number
of confirmed cases. From this graph, it is observed that the forecasted
number of total confirmed positive cases closcly matches with the
available official data.

C.PREDICTION OF ACCURACY:

This technique is suitable to use predictive neural networks or
characteristic data such as infection gvent or non-event binomial
effects. The prediction accuracy of various measurements can be used
for different purposes. They include the rate at which normal (non-
predicted prediction correctly predicts sensitivity (non-infectious
disease), accuracy (predicted percentage of predicted trend), positive
predictivé value, negative predictive value (correctly predicted
infection rate is)), the ratio is Expected predictions are a measure of
the likelihood that the increase in the entire process exceeds the
accuracy of the individual)

Modek performance on future (orecasting for
recovery rate
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) V.CONCLUSION AND FUTURE WORK

A data-driven forecasting/estimation method has been used to
estimate the possible number of positive cases of COVID-19.The
number of recovered cases, daily positive cases, and deceased cases
has also been estimated by using and curve fitting.The effect of
preventing measures as social isolation and lockdown has also been
observed which shows that by these preventive measures, the spread
of the virus can be reduced significantly.

Generally speaking we infer that model expectations as per the
current situation are right which might be useful to comprehend the
forthcoming circumstance. The examination figures in this manner can
likewise be of extraordinary assistance for the specialists to take
opportune activities what's more, settle on choices to contain the
COVID-19 emergency. This study will be upgraded persistently later
on course, next we intend to investigate the forecast philosophy
utilizing the refreshed dataset and utilize the most exact and suitable
ML strategies for estimating. Constant live estimating will be one of
the essential concentrations in our future work.
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Abstract. In recent times, increased consumption of fossil fuels due to overpopulation, increasing energy demand have
resulted in global warming and climate changes due to the emission of greenhouse gases from these fuels. To compensate
for the requirement of fossil fuel, renewable biofuels especially, biodiesel are preferred for satisfying the energy demand.
Since biodiesel from edible feedstocks is deemed against "food vs. fuel" policies, first-generation biofuels are not regarded
as suitable and sustainable, inspite of growing energy demand. Following this, Second generation biodiesel production
from lingo-cellulosic-based feedstocks is the least recommended because of their meticulous procedures and high capital
investments. Considering these setbacks, edible feedstocks have been replaced with microbial feedstocks, which are later
on used for extracting oil and then transesterified into biodiesel. Even though biodiesel from microbes have their setbacks,
they are widely appreciated due to their merits which include short life span, ability to grow on multiple environments
and ability to remediate different polluted environmental conditions. Presently, this paper focuses on summarizing the
production of biodiesel from various microbial species.

Keywords: Biodiesel, Planktons, Algae, Bacteria, Fungi.

INTRODUCTION

The advancement in the refining process and attempts to vend low-cost fossil fuels which includes coal, petroleum,
diesel and natural gas, were seen as the breakthrough of the twenty-first century. Presently, these fossil fuels are used
for fuelling numerous combustion-based appliances; but, are not suitable to be claimed as sustainable, environmentally
friendly and low-cost fuels [1]. In recent years, the burning of these fossil fuels has released a large amount of CO,
into the earth’s atmosphere, which led to environmental pollution, global warming and climate change; and has
become a potential threat to the existence of life on this planet [2]. To rectify these issues, renewable energy resources
from Sunlight, Wind, Biomass, hydel and geothermal sources have been used for generating power; and have been
identified as a viable and sustainable replacement for these fossil fuels. Transportation and electricity generation is
considered as the pioneered engineering feats, which decide the overall development in the country; and are entirely
dependent on energy sources. Presently, fossil fuels serve as the sources for these activities; but are slowly avoided
considering various concerns like economic and environmental issues. Hence, high energy density biofuels, especially,
biodiesel and bioethanol are treated as the potential candidates for serving the purpose of fuelling both transportation
and power sectors. Moreover, these biofuels can be used in the engine by making slight modifications which includes
blending them with existing fossil fuels or introducing additives to them [3,4].
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History of Biofuel

Biomass and biofuels have been serving man’s energy demand for centuries; and the first biomass was wood from
plants and trees. Moving further, these biofuels were used in the internal combustion engines; for producing electricity
and then, for transport applications. Accordingly, German engineer Nikolaus August Otto was the first person to
suggest the use of ethanol as fuel for power SI engines [5], followed by, German inventor Rudolf diesel who proposed
peanut oil as an ideal fuel for powering diesel engines in the late 1890's [6]. During the Second World War, countries
like France, Italy, Belgium, Portugal, UK, Brazil, Germany, China Argentina and Japan faced an energy crisis, which
led to the invention of biofuels from various edible feedstocks. For instance, Germany developed alcohol from
potatoes and blended it with existing gasoline for powering SI engines; wherein, UK used alcohol from fermented
grains, to mix with petrol and power SI engine. However, with the war coming to an end, people started using fossil
fuels, which made the use of biofuels slowly fade from the markets. And surprisingly, with rising oil prices,
greenhouse gas emissions and global warming, these biofuels gave resurgence into the energy sector and from then
on, they picked up their path [5, 7].

Generations of Biofuels
In general, biofuel is classified into three different types, and are as follows: solid biomass or biochars, liquid

biodiesel or bioethanol, and biogas as shown in figure 1. These biofuels are categorized as first, second, third and
fourth generation biofuels based on the type of feedstock used.

Generation of biofuels

Generation I

A 4

Generation II

Generation IV

- Derived from food - Produced from non- - Derived from algae - Algae is modified
crops. - food crops. & other microbes. via genetic

crops like wheat, - Biochemical and/or - Fastest growing engineering to alter
soybean, sugarcane, thermo chemical feedstockamong all the properties and
etc. - methods are used to other sources. cellular metabolism.
Responsible for food synthesize biofuels. - Extensive - As extension of
v/s fuel debate. - Lignocellulosic downstream generation I11

- Biochemical biomass such as wood, processing such as biofuels.

methods like agricultural residues, dewatering is - High production
fermentation or forestry wastes, required. rate.

hydrolysis are organic wastes, etc. - Cultivable land not - High yield with
employed to convert - “biomass to liquid” required. high lipid containing
them to biofuels. fuel concept employed. algae.

FIGURE 1. Generation of biofuels

First Generation Biofuel

Accordingly, the first generation biofuels were produced directly from feedstocks such as sugars, oilseeds, edible
crops, starches and even animal fats [6, 8]. Here, the edible food crops used for producing biofuels include soya bean,
sugarcane and canola seeds etc. Especially, biodiesel is regarded as the most common biofuel compared to other
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biofuels, because of its robust fuel properties. Unfortunately, biodiesel produced from vegetable oil cannot be used
directly in the CI engines because of their increased viscosity; instead, they can be blended with diesel up to 30% and
used as blended fuels [4]. Major producers of this first-generation biodiesel are Brazil, US, Argentina, Indonesia and
European countries. However, the major problem in using this first-generation biodiesel is conflict over the “Food vs.
Fuel" issues. Besides, the land used for producing these crops led to the reduction of the land area meant for
cultivational purposes.

Second Generation Biofuel

In spite of their merits, first-generation biofuels failed to compete with fossil fuels due to the above-mentioned
drawbacks. Resolving this, Second-generation biofuels were exclusively developed from the lingo-cellulosic biomass
which included, Grasses, Waste vegetable oil, Crop seeds, Stem, Leaves, Husk, and other non-edible parts of the plant
[2, 9]. Indeed, these biomasses are rich in carbohydrate content, which makes it unfit for human consumption; instead,
they can be utilized for biofuel production. Most importantly, micro-organisms act as the biological catalysts, and
convert the lingo-cellulosic biomass into suitable biofuels; hence, the biodiesel produced from these microbes also
falls under the category of second-generation biofuel. In addition to this, oleaginous bacteria and fungi can convert
these biomasses into biofuel through anaerobic digestion. Specifically, bacteria can convert the cellulose into ethanol,
in the absence of oxygen; with the byproducts of the anaerobic digestion being methane and carbon-di-oxide, produced
by introducing methanogenic organisms in the system.

Third Generation Biofuel

In search for ideal feedstock for producing biodiesel, microalgae were identified as the promising feedstock for
next-generation bio-fuel i.e. third generation bio-fuel. Predominantly, the feedstocks used for biodiesel included both
macro and microalgae. Indeed, it can produce both liquid and gaseous fuel through the means of anaerobic digestion
and extracting lipids, accumulated in the algal cells. A large number of lipids are stored in these cells and are converted
to biodiesel by the transesterification process [10]. Besides that, seaweeds contain a large number of carbohydrates
which can be converted into biofuel through fermentation. Looking into this, biodiesel from microalgae sounds highly
renewable and sustainable; however, harvesting these microalgae is highly meticulous and expensive. Yet, this can be
solved by introducing filamentous microalgae, which have contact with the neighboring cells; and is much easier to
be harvested than compared to others. Also, algae can produce methane, which is more valuable when compared with
other hydrocarbon fuels because of its low carbon dioxide emission during combustion; most commonly, it is used for
electricity and heat production.

Fourth Generation Biofuel

Fourth-generation biofuels are produced from the feedstocks that are genetically engineered or modified; and are
predominantly genomically synthesized microorganisms. These feedstocks are aimed at producing high-quality
biofuels and developed in non-arable conditions. Here, bioengineering techniques play a significant role in modifying
the metabolism and properties of algae to produce more amount of biofuel effectively. These modifications allow
these microbes to simultaneously capture and handle CO2; and also produce bioenergy [11], hence making them the
fourth-generation biofuel production. Owing to its reduced step involved in the conversion of sunlight into bioenergy,
these microbes are regarded as simple and cost-effective feedstocks. Summarizing these, bio-oils have superior fuel
properties; which helps one in making a very good renewable and sustainable biodiesel. The effective blend ratio (up
to 30-40%) of biodiesel can make it easily miscible with petroleum diesel; this resulted in reduced emission of carbon
and sulfur compounds when compared to fossil fuels, which is proved through many studies [12-17]. In the prevailing
market, bio-fuels have good potential than comparable to traditional fossil fuels in terms of their cost and would be a
low carbon-emitting source during engine applications.
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Feedstocks used in Biodiesel Production

Wide varieties of feedstocks have been identified as high potential raw materials for producing biodiesel and are
as follows:

1. Non edible oils: Almond, Abutilon muticum, Andrioba, Babassu, Brassica carinata, B.napus, Camelina,
Cumaru, Cynara cardunculus Jatropa curcus, Jatropa nana, Jojoba oil, Pongamia glabra, Laurel,
Lesquerella fendleri, Mahua, Piqui, Palm, Karang, Tobacco seeds, Rubber plant, Rice bran, Sesame, Salmon.

2. Vegetable Oils: Soy beans, Rapseed Canola, Safflower, Barley, Coconut, Copra, Cotton seed, Ground nut,
Oat, Rice, Sorghum, Wheat, winter rapseed Oil

3. Animal Fats: Lard, Tallow, Poultry fat, Fish oil [18,19]

Other Sources: Bacteria, Macro algae, Microalgae, Fungi, Latexes, Cooking oil, Terpenes

Here, more focus has been given to feedstocks associated with microbes and micro-organisms which are involved in
the process of biodiesel production.

BIODIESEL FROM PLANKTONS

In general, planktons are found in both freshwater and marine eco-system; and are the major food source for
numerous aquatic animals in the water bodies, which consume them directly or indirectly. In an aquatic ecosystem,
these planktons fall under the category of primary producers and consumers; and are classified into different types
mainly phytoplankton, zooplanktons, and bacterioplankton. To begin with, phytoplankton depends on photosynthesis
for their survival; while, zooplanktons depend on the green algae and phytoplankton for their survival. Very little
researches have been carried out in terms of producing biodiesel from planktons, despite its high lipid content [20].
For instance, biodiesel was produced from the lipid of Chaetoceros calcitrans, which belongs to marine
phytoplankton. This study used Conway growth medium for harvesting the phytoplankton, while ultrasonics were
used for extracting lipid from these biomasses. Using the medium, these phytoplanktons took 3 days for their
adaptation and showed rapid growth between the 3 and 12" day. Upon calculating its lipid content, it was estimated
to be 16.23% (on a dry weight basis), this reduced lipid content was because of the presence of carbohydrates and
protein along with it. Following this, the biodiesel was produced using transesterification and was evaluated for its
fuel properties as per ASTM D6751 standards [20]. In the same manner, a higher yield of monounsaturated C16 fatty
acid was reported for zooplanktons than compared to phytoplanktons because of their unique diet pattern; and were
also found to be suitable for producing biodiesel. This studied estimated the annual production of biodiesel from this
biomass as 400L/ha/yr [21]. Even more, wide varieties of mono and polyunsaturated fatty acids were produced by
planktons while growing in wastewater lagoons polluted with human wastes, which can be later used for producing
biodiesel. The most commonly occurring species in these types of wastewater lagoons are Daphnia sp. [22]

BIODIESEL FROM FUNGI

In general, fungi are classified into filamentous and oleaginous, with widespread filamentous fungus and yeast
being oleaginous [23,24]. On average, fungi grown in a medium produces biomass, which remains stable for 41 hours
and starts declining with its concentration after 144 hours; however, the optimum temperature for fungal growth is
noted between 24-30°C, lipid accumulation takes place at 35°C. Comparatively, oleaginous yeast and fungi produce
their lipid concentration by greater than 20% (on a dry weight basis) [25], while, filamentous produce their lipid
concentration by lesser than 20% (on a dry weight basis); however, introducing nitrogen and phosphorous enhanced
its lipid concentration by 70% [26-30]. Moreover, Oleaginous yeast accumulated almost 90% TAG’s as their storage
lipids [31]. Also, biodiesel produced Aspergillus sp. using corncob waste liquor exhibited relatively good lipid
productivity and enhanced fuel properties than compared to other substrates [32, 33]. Here, the lipid accumulation
was done by using two different methods namely: de novo lipid accumulation and ex nova lipid accumulation, upon
culturing an oleaginous micro-organism on a hydrocarbon source-based medium [34].
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In general, endophytic fungi, associated with plants, produce many secondary metabolites and helps in the growth
of plants. Meanwhile, some endophytic fungus is capable of producing hydrocarbons, which are useful for producing
biodiesel [34,35]. In common, unicellular fungi yeast is mostly used for biodiesel production because of its unique
nature to convert carbohydrates into hydrocarbons; and supporting this, yeast is regarded as the most commonly used
catalytic organism for the production of alcohol through fermentation [36].

In general, yeast reported high oil content, ranging from 58-72% upon introducing genetic modification; which
eventually helped in improvising the overall yield of biodiesel. Supporting this, Trichosporon cutaneum, a potential
oleaginous single-cell organism reported its accumulation of lipids up to 50% [37]. Likewise, these fungal microbes
use numerous waste as their carbon sources and use it for their effective metabolisms; for instance, Rhodosporidium
toruloides utilize nonedible hydrosylates as their carbon source [38,39]. Also, wastes generated during different stages
of biodiesel production are recycled by oleaginous yeasts [40]; supporting this, a red yeast species, Rhdotorula glutinis
and few other oleaginous yeasts [41,42] used the residual glycerol as its carbon source and converted them into lipids.
This technique proved viable and reported the highest rate of lipid accumulation [43]. In recent times, fungi species
are researched more because of their fermenting capacity; and their enzyme which is responsible for the degradation
of carbohydrate derivatives into hydrocarbons [36]. Eventually, the lipids produced from these fungi species can be
directly converted into biodiesel using transesterification reaction; which can be classified into two types and includes
indirect trans-esterification and direct trans-esterification. Here, the direct trans-esterification reaction produces high
biodiesel yield, when compared to indirect trans-esterification reaction [35]. A fungal species named, Mortirella
isabellina is capable of producing high lipid content when compared to other fungal sp.; and can be used for producing
biodiesel from it [43,44]. On the other hand, one of the endophytic fungi, Gliocladium roseum can produce
hydrocarbon in microaerophilic condition by converting the plant material directly into petroleum; was first discovered
in Patagonia [32]. These fungal species grows in high temperate areas with low oxygen condition; and produces
hydrocarbon in form of petrol and has no corroding effect on the engine. And, some oleaginous fungi such as
M.isabellina, M.vinacea and A. terrrus have the highest tolerance against the hydrosylate’s inhibitor [45,46]. Large-
scale production of biodiesel can be achieved upon using oleaginous filamentous fungi, which is cultivated along with
lignocellulosic biomass; especially, by processing through Fed-batch fermentation; since it gives the highest biomass
yield [42, 47,48]. Also, fungi have even utilized cheap substrates for producing lipids, which were then used for the
production of biodiesel [49].

TABLE 1. Concentration of biodiesel from endophytic fungi [50]

Entophytic fungi The concentration of Biodiesel (%)
Xylaria (NICL 3) 66.7
Penicillium PAOE 83.1
Penicillium brasilianum 50.8
Penicillium griseoroseum 40.5
Xylaria (NICL 5) 91.0
Trichoderma T19 67.8
Trichoderma T25 11.6
Trichoderma T27 40.1
Trichoderma harvezionum 40.4
Soy biodiesel 90.7
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BIODIESEL PRODUCTION FROM ALGAE

Algae can be classified as Macroalgae and microalgae; and are photosynthetic organisms, predominantly found in
both water bodies and terrestrial areas. Here, Photosynthesis is the only process that uses carbon sources (in form of
COy) and light to convert into biomass with high energy content. In fact, this high energy content is stored in form of
lipids, which serves as the feedstocks for sustainable biodiesel production. By supplying sufficient nutrients and CO-
to these algae, when grown in optimum pH temperature and light source will lead to its better growth and produce
high lipid content during nutrient starvation. Besides, introducing a genetic modification to these algae increases their
accumulation of lipids [26,51-53]. Besides serving as a source for biofuel production, they have a wide range of
environmental applications which includes use as biofertilizer, and their pigments and stable isotopes can reduce CO»
in the atmosphere through photosynthesis. Here, high-energy triacylglycerides in microalgae are converted into
biodiesel (in form of their Fatty acid esters) using a trans-esterification reaction [51,54]. When compared to plants,
microalgae have their advantages, which include their ability to grow in marginal and non-arable lands with limited
water supply. From their growth rate, fast-growing algae report low lipid content, while slow-growing algae report
high lipid content [51]. Under normal conditions, they produce byproducts like carbohydrates, protein and even low
levels of lipids; whereas, under stress conditions, they tend to produce byproducts such as carotenoid, saturated,
unsaturated (polyunsaturated monounsaturated) fatty acids. In general, microalgae biodiesel reported the chain length
of their fatty acids and their corresponding esters to be ranging between C14 and C16, with the most dominant fatty
acid being palmitic acid (up to 72%). From previous literature, Biodiesel from microalgae reported 62% of unsaturated
fatty acid methyl ester, with 34% of mono unsaturation and 28% of poly unsaturation. Besides, microalgae species
like C. gracilis reported substantial amount of C16:1 (Palmitoleic acid) and C14:0 (myristic acid), thereby making it
also a potential source for producing biodiesel [55]. Microalgae are identified as efficient feedstock for producing
biodiesel because of their ability to grow rapidly and can be cultured in sterile lands using futile saline water and
wastewater [56]. Moreover, the algal biomasses are widely distributed with natural oils or lipids, carbohydrates and
proteins; with the major share of the oil/lipid being contributed by triacylglycerols or triglycerides. Under specialized
growth conditions, few algal species exhibited their ability to produce hydrogen gas. Regarding the usage of this
biomass, they can directly be burnt like wood to produce heat for generating heat and electricity applications; while,
crude bio-oil can be extracted using the pyrolysis process [56]. Moreover, algae can be produced using
photobioreactors and can be classified into two types: open ponds and closed ponds. The oldest, simplest and low-
cost mass cultivation of algal biomass can be easily achieved using an open pond system; meanwhile, the use of closed
or enclosed type bioreactors can eliminate technical challenges like contamination and evaporation of pond water
during the daytime. This algal biomass can help one is solving the problems related to “food vs. fuel” conflicts [51].

TABLE 2. Oil content of various Microalgae [61]

Microalgae Oil content (wt% of dry basis)
Botryococcus braunii 25-75
Chlorella sp. 28-32
Cylindrotheca sp. 16-37
Dunaliella primolecta 23
Isochrysis sp. 25-33
Nannochloris sp. 20-35
Nannochloropsis sp. 31-68
Neochloris oleoabundans 35-54
Nitzschia sp. 45-47
Phaeodactylum tricornutum 20-30
Schizochytrium sp. 50-77
Tetraselmis sueica 15-23
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TABLE 3. Lipid accumulation by Gram-positive bacteria

Microbial Strain Carbon source Lipid yield % references
Arthrobacter sp. AK19 Glucose 78.3% TFA 69
Catenisphaera Glucose 25% FFA 71,72
adipataccumulans GK12
Gordonia amarae 106 Gluconate 6.1% TFA 70
Hexadecane 5.1% TFA
Gordonia sp.DG Gluconate 72% TFA 68
Molasses 95% TFA
Orange waste 71% TFA
Gordonia sp. KTR9 Ethanol 2.3% TAG 73
Mycobacterium avium Palmitic acid 5% TAG 74
Rhodococcus erythropolis Glucose 21% TFA 75
Valerate 15.2% TFA
Hexadecane 17.6% TFA
R. jostii RHA 1 Glucose 48.4% TFA 76
Gluconate 56.9% TFA
Acetate 21.2% TFA
3HB 32.5% TFA
Hexadecane 30.4% TFA
R. opacus PD630 Gluconate 76% TFA [67,68,75,77,78-
Fructose 40% TFA 80]
Citrate 35% TFA
Phenyl acetate 38% TFA
Hexadecane 38% TFA
Octadecane 39% TFA
Molasses 92% TFA
Orange waste 83% TFA
Sweet whey 83% TFA
Molasses 52% TAG
Vanillic acid 28.6% TFA
Sweetgum 71% Lipid
hydrolysate 33% Lipid
Dextrose
R. opacus DSM 1069 4- hydroxyl 16.8% TFA [78,79,81,82,83]
benzoic acid 6.7% TFA
Vanillic acid 4.1% TFA
Softwood lignin 28.3% TFA
Pine hydrolysate 14.2% TFA
Kraft lignin
hydrolysate
R. opacus MR22 Gluconate 48% TFA 75
Valerate 42.5% TFA
Hexadecane 43% TFA
R. rhodochrous Glucose 43% Lipid 84
Rhodococcus Fructose 33% TFA 85
Sucrose 5% TFA
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Moreover, algae cultivation using the nutrients and carbon sources from wastewater and flue gases were identified
as the most effective technique for remediating the environmental pollution [57]. Yet, the major challenge in using
algal biodiesel is associated with the harvest of algae in an economical and low energy manner. One of the researches
involved with the use of bacterial strain for the aggregation of algae, and accordingly, Bacillus species efficiently
collected several algal species rapidly; and were used for harvesting algal feedstocks, including Nannochloropsis sp.
[58]. Furthermore, the ratio of bacteria to algae depends on the salinity and temperature, and its topography from
where it is aggregated. Indeed, Calcium and magnesium ions are considered as the major compounds for enhancing
the aggregation process. The aggregation ability of Nannochloropsis oceanica IMET1 was found to be between 70
and 95%, and was found to be higher when compared to other means of harvesting techniques. Even more, the rate of
harvesting was rapid, and the aggregates were formed in 30 seconds [59]. On the other hand, carbohydrates extracted
by scraping and drying the algae can be converted to sugars by the process of fermentation; and later on, these sugars
are processed and converted in organic compounds like acetic acid, butyric acid and lactic acids. Eventually, the
Electrode ionization technique accelerated the whole process and made it easier, faster and cheap; thereby, making
the entire fuel conversion process faster and less costly. Besides that, Biodiesel produced from C.gracialis algal species
leads to improved nitrous oxide emission [60].

BIODIESEL FROM BACTERIA

Again, some of the oleaginous bacteria can produce lipid content, which can be used for producing biodiesel; and
only a few bacteria have been identified as oleaginous microorganisms. To increase the productivity of lipids, the
bacteria must be genetically modified, so that they can develop the ability to convert any carbon compounds into
desired products [62]. In general, Formate, acetate and ethanol are the products of glucose metabolism formed during
the anaerobic condition in native E.coli. Interestingly, one mole of ethanol can be naturally produced from the bacteria
by introducing modifications through genetic engineering [63]. Nowadays, ethanol is used in many countries
commercially as a blended fuel with petrol. In fact, many researchers have experimented on bacteria like
Pseudomonas, E.coli, Acinetobacter, Rodococcus and bacillus species, which produced ethanol by metabolic process;
which was later on used for producing other alcohol-based biofuels like methanol, butanol, propanol and iso-butanol
etc. Bacterial species belonging to the genera Pseudomonas Acinetobacter and Bacillus are capable of producing high
lipid content in the culture medium. Specifically, Acinetobacter sp., are oleaginous and produce 20% of lipid in its
total biomass, while pseudomonas contains an enzyme called lipase which acts as a catalyst in trans-esterification
reaction [64]. Similarly, Bacillus is also an oleaginous bacteria and it also contains lipase enzyme. Moreover,
Acinetobacter, E.coli, Bacillus and Zygomonas sp. are capable of converting sugars into alcohol by the fermentation
process, with Zygomonas mobilis having a unique ability to convert hexose sugars into ethanol.

Bacterias such as E.coli I [65] and Clostridia sp can convert both hexose and pentose sugars into ethanol by the
fermentation process. With help of genetic engineering, bacteria enhance their ability to produce higher lipids and
alcohol content, which can be used for the production of biodiesel. The native Clostridium has its own separate butanol
production pathway and can produce 0.41g of butanol/g of glucose due to redox imbalance. However, the butanol
yield of Clostridium can be improvised further due to the lack of any genetic tool to modify the production process.
To rectify this problem, the genes such as hbd, thl, crt, bcd, etfAB, and adhE?2 responsible for butanol production in
Clostridium is introduced in E.coli; however, it failed in improving the yield of butanol, thus, the gene was replaced
by atoB gene [63]. Also, the genetically modified E.coli was more tolerant to salt stress and enhanced the lipid content
further.
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CHALLENGES

In general, the cost of Substrate used by filamentous fungi for biodiesel production and lipid extraction process was
found to be higher but can be rectified by culturing microalgae that grow in wastewater treatment plants [105].
Chloroform and methanol were the two main solvents used for the lipid extraction process, and are toxic to the
environment. Besides, they also led to the contamination of extracted lipid, which can be avoided by using bioproducts
such as terpenes.

TABLE 4. Lipid accumulation by Gram-negative bacteria

Microbial Strain Carbon source Lipid % yields References
Aeromonas sp.3010 Complex medium with 12.2% Lipid 87
glucose
Acinetobacter baylyi ADP 1 Gluconate 1.4% TAG 77,88,89
Glucose 5% TFA
Gluconate/glycerol 7.7% TFA
A.indicus ATCC 17976 Succinate 12.6% WE 90
Acinetobacter sp. NCIB Succinate 14.1% WE 90
10487
Acinetobacter sp. EBF 65/65 Succinate 11.4% WE 90
Acinetobacter sp. 211 Acetate 13% TFA 86
Ethanol 6% TFA
Olive oil 25% TFA
Hexadecanol 8.5% TFA
Heptadecanol 6.5% TFA
Acinetobacter sp. M-1 Hexadecane 17% WE 91
Alcanivorax borkumensis Pyruvate 23.3% TFA 92
SK2 Hexadecane 9.2% TFA
A.jadensis T9 Hexadecane 19% WE 93
Anabaena augstumalis CO, 13% LIPID 94
VRUV163
Arthrospira maxima CCALA CO, 21.4% TFA 95
027
Cyanobacterium aponinum CO; 45% LIPID 96
Marinobacter aquaeolei VT8 Citrate / succinate 3.5% WE 97,98
Moraxella catarrhalis Nell Complex media 1.5% WE 99
Phormidium sp. CO, 38.2% Lipid 96
Phormidium sp. Maltodextrin 14.9% Lipid 100
Phormidium autumnale CO, 18% Lipid 94
VRUC164
Pseudanabaena sp. SK01 CO, 12.9% Lipid 101
Serratia sp. ISTD04 NaHCO3/ CO, 64.7% Lipid 102
Synechococcus sp. CO, 44.4% Lipid 96
Synechococcus sp. HSO1 CO; 12.3% Lipid 101
Glucose and CO, 16% Lipid
Ostrich oil and CO; 32% Lipid
Synechocystis aquatilis CO, 18.6% Lipid 103
TISTR8612
Synechocystis PCC 6803 CO, 16.5% Lipid 104
Trichormus variabilis CO, 24% Lipid 94
VRUC162
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POTENTIAL BENEFITS

Emission of fossil fuels can be reduced by using biodiesel; because of its superior fuel properties (especially
enhanced lubricity, zero aromaticity and high fuel bound oxygen content) and are decided based on its fatty
acid esters [6,106,107].

The majority of filamentous fungus and yeast are oleaginous and can accumulate up to 17-20% of lipids
within cells.

Biodiesel from microbes is cost-effective and can avoid the usage of edible feedstock, which resolves the
food vs. fuel conflicts and reduces the utilization of lands for fuel production and an enormous amount of
water for irrigation. Unlike plant and animal sources, microbes have a short life span which reduces the
duration of fuel production [108, 109].

CONCLUSION

Thus, it is clear evidence that microbes have a very significant role in contributing their lipids and other

compounds for the production of different types of biofuels. All microbes have individual benefits in biodiesel
production and are capable of producing biodiesel, similar to fossil fuels. Also, usage of plant sources leads to the
Food vs. Fuel problem, thus biodiesel from microbes is deemed to be feasible and possible. The drawbacks in the
microbial-based biofuels, especially biodiesel from certain sources are not able to meet the permissible range as
specified by ASTM D6751 standards; however, it can be rectified in the nearby future.
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